YK 004.056.5 DOI:10.30837/rt.2025.4.223.09

O.1. QEJJIOIINH, kano. mexu. nayx, I1.B. L1l YJHVK, Kkano. mexu. Hayk, B.B. [IPOCOJIOB,
/.0. B’IOXIH, O.B. YEY VU, kano. mexu. Hayk

BUKOPUCTAHHA METOAIB I'TUBOKOI'O HABYAHHA
JUISA BI3YAJII3AILL TA BUSIBJIEHHA
HWKIAJINBOI'O ITIPOI'PAMHOI'O 3ABE3IIEYEHHSA

Beryn

[xigmBe mporpamue 3abe3nedeHHs (Malware) 3anumraeTbesi OAHIEID 3 HAHOUIBII CTIHKUX Ta
cepio3HUX 3arpo3 y cdepi kibepOe3neku. BoHO MOCTIHO €BONIOIIOHYE, aTaKyHOUd MIUPOKUN
CHEKTp HU(POBUX CHUCTEM MOYMHAIOYM BiJ TPAAMLIHHUX HACTUIBHHUX 1 MOOUTPHHUX MIatdopm 0
HOBITHIX HpuUCTpoiB IHTepHeTy peueit [1]. Obcaru Ta CKIQAHICTh Cy4yacHHX KiOepaTak HEBIMHHO
3pOCTaOTh, III0 CTBOPIOE 3HAYHI BUKJIMKH JJIs1 ICHYIOUMX 3aXUCHUX MEXaHI3MiB.

TpaauuiiiHi TiAX0IU A0 BUSABJICHHS WIKIATUBOTO nporpamHoro 3adesnedenns (ILI13), axi 3ae-
OUIBLIOrO MOKJIAAAI0ThCSl HA CUTHATYPHHUM aHami3, IEMOHCTPYIOTH JeAalll HUXKYY €(PEKTUBHICTb.
Ixus npo6nema mossArae y He3IaTHOCTI BUSBJIATH HOBi Ta HeBioMi 3arposu. CydacHi 37J0BMHUCHHUKH
HIMPOKO BUKOPUCTOBYIOTH TEXHIKM 00Qyckamii (3amayTyBaHHS KONYy), a TaKoX MoiiMopdHi Ta
MetamopdHi mexaHizmu [2]. Li MeTonu no3BossatoTh mikiamuBomy [13 3MiHIOBAaTH CBOIO CTPYKTYPY
y KOKHIi HOBIH iTeparlii, 30epiratous Ipu bOMY CBOIO IIKiAJIMBY MOBEIIHKY. SIK HAacIiA0K, CUTHa-
TYpHHH aHali3, M0 IIyKa€e TOYHI 30irM y KO, CTa€ MPAaKTUYHO MAPHUM MIPOTH HOBHX 3arpo3.

3 BEMUKUM OOCSTOM JaHUX, SIKi TEHEPYIOTHCS KOXHOI CEKYH[H, BXJIMBO MaTH €(eKTHBHI
METOAM JUIsI aBTOMATUYHOTO BUSIBJICHHS MIKUIIMBHX MPOTpaM cepell IbOro MOTOKY iH(opmarii.
I'nmuboke napuanus (Deep Learning, DL) [3] Moe 1OMOMOI'TH aBTOMAaTHU3yBaTH MPOIIEC BUABICHHS
IIK{TTMBUX TIPOTpaM Ta BiAQUIBTpYyBaTH iX 3 BENMUKOI KijgbKocTi ganux. Mozeni DL 3naTHi BUB4aTu
CKJIaJIHi, MPUXOBaHI 3aKOHOMIPHOCTI y IaHUX, IO JI03BOJISIE 1M 1IeHTU(IKYBaTH LIKIUIUBY MOBE1-
HKY HaBiTh Y paHillle HEBIJJOMUX 3pa3Kax.

OnnuM 3 HaAMOLIBII MEPCIEKTUBHUX HAIPSAMKIB CTaB MiAXiJA, M0 MO€gHYye KiOepOesmeky Ta
koMm'torepuuii 3ip [1]. CyTs MeToay mossirae y Bizyaunizaiii mkigiausoro [13: 6iHapHU KOJl BUKO-
HyBaHOro (Qaiiny (Hanpukinan, PE-daiiny) xoHBepTyeTbes y rpadiune 300paskeHHs, HalpUKIIAJ,
y BiaTiHkax ciporo [2]. Lle mo3Bomsie TpakTyBatH 3amady kiacudikaiii mkigmusoro [13 sk 3amauy
kiacugikanii 300paxenb. Takuil miaxiJ BIIKPUBAa€E MOXKIIMBICTh 3aCTOCYBAaHHS MOTYKHUX apXITEK-
Typ 3ropTkoBuXx HelpoHHHX Mepex (CNN), ski AJOMIHYIOTH Yy cepl aHami3y BI3yaJIbHUX JIaHUX.
JIOCHIITHUKM aKTHUBHO MOPIBHIOIOTh €(EeKTUBHICTh pi3HUX apxiTekTyp CNN, a Takok HOBITHIX
Mozenei, Takux sk Vision Transformers (ViT) [4], Ta po3poOmsitoTh TIOpHAHI CUCTEMH, IO MOET-
HYIOTh aHaji3 300pakeHb (CTaTWYHI O3HAKU) 3 aHaJi30M IOBEIIHKOBUX MNAaTEPHIB, HANpPUKIAL,
nocnigoBHocTell BUKINKIB APl (muHamiuni o3Hakn) [5].

Hes3Baxkatoun Ha 3HA4YHUN Iporpec, NMUTaHHS BHOOpPY onTHUMaibHOI apxitekTypu CNN s
3amaui knacudikanii Bizyasi3oBaHOTo MIKiIuBoro I13 3amuimaeTbest BIAKPUTHM, OCKUIBKH Pi3HI
MOJIeJIl MalOTh Pi3HY OOYMCIIOBAIBHY CKJIAIHICTh Ta €(EKTUBHICTh Y BUSBJIEHHI TOHKUX TEKCTYp-
HUX BIIMIHHOCTEH y 300pa’keHHSX.

MeTor0 1aHOTO AOCTIIHKEHHS € MPOBEACHHS JIETATHLHOTO MOPIBHSILHOTO aHaJi3y eEeKTUBHOC-
TI HU3KM TMOIIMPEHUX AapXITEKTyp 3TOPTKOBHX HEHpOHHUX Mepex (30kpema, DenseNetl69,
EfficientNetBO0, InceptionV3, MobileNetV2, ResNetV2, VGG16 Ta XceptionNet) mist 3amadi kia-
cudikartii cimeiictB 11113 Ha ocHOBI HOT0 MONIEpeAHBOT Bizyai3airii.

O6'extom nociikenHs € mporiec knacudikarii [1IT13 Ha ocHOBI MeTOIB TIIMOOKOTO HaBYAHHS
Ta Bi3yami3allii JaHUX.

[TpeameroM AOCHIKEHHS € MOPIBHAJIBHUNA aHali3 €(eKTUBHOCTI Ta pe3yJIbTaTUBHOCTI (TOY-
HICTb, MOBHOTa, F1-score) oOpaHuX apXiTeKTyp 3rOpPTKOBUX HEHMPOHHUX Mepex MpH Kiacudikarii
300paxxeHsp mkiamusoro I13.
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B sikocTi KOHIIENTYanbHOI OCHOBH JUIS AOCIIKEHHS 3alIPOITOHOBAHO 00OpaTH METOJH Ta MOJIe-
mi 3 BukopuctanHsaMm Transfer Learning. Lle n03Bojsie BUSBIATH aTakk Ha paHHIX craaiax. Ha ix
OCHOBI 1oOy10BaHa KiacupikamiiHa MOAEIb Ta IPOBEIEHO ii TECTyBaHHSI.

BukopuctanHs HeHPOHHUX Mepesk Ta MeTOiB KOMII'IOTEPHOI0 30py
aJs ananizy Malware

3OBMUCHUKHM TOCTIHHO BIIOCKOHANIOITH CBOi arakw, 1 PE-daiinm 3amumaroTecs oJHUMU
3 OCHOBHHX BEKTOpPIB PO3MOBCIOKEHHS LIKIUIMBOTO MporpamMHoro 3adesneyeHHs. Po3ymiHHS Ta
aHai3 nux GaiIiB € BAKIMBUAM JUIsl BUSBIICHHS 1 HOBHUX 3arpo3.

®opmar PE BukopucroByeThbes B onepariiinux cucremax Windows juist 30epeeHHs BUKOHY-
BaHMX (HailTiB 1 0i0i0TeK. 3JOBMHUCHHUKH YacTO MACKYIOTh CBOi BIpYCH 1 TPOSHII, 3MIHIOIOYH
PE-daiinm, 1 qocmipkeHHs 1IbOTO (OpMaTy JT03BOJISIE€ BUSABIIATH Taki 3MiHW. YacTiiie 3a Bce aHali3
BKJIIOYa€ B ce0e aHaji3 iMIOPTIB, CEKLiH, peecTpallii, MiAMUCIB i 6arato iHIIOro i MOXe BUKOPHUCTO-
BYBAaTH DPi3HI METOJM, HAPUKIAJA, TaKi sIK CTATUYHUN aHaji3, IMHAMIYHUM aHami3, eMyJsmis Ta
nemudpyBaHHs WKIUIMBOro Koxy. Lli MeToau A03BONAIOTH OTpUMYBATH Oinblie iH(opmarii mpo
3arpo3u. Y po3pOoOHUKIB 3JIOBMHCHOTO IPOIPAMHOTO 3a0€3MeUYEeHHs CTajI0 3BUYaifHOI0 MPAKTUKOIO
BUKOPHCTOBYBATH KiJIbKa MeTOMiB 0O(dyckalii 3a 10momMorow MeramMop(diyHUX Ta MoJiMOphHHUX
METO/IIB JJIs1 CTBOPEHHS BapiaHTIB ICHYIOUOTO CiMEHCTBa 3MTOBMUCHHUX IpOrpam, 00 YHUKHYTH iX
IIBUJIKOTO BUSBICHHS. L[I MeToau M03BOJISAIOTH 3MIHIOBAaTH OlHApHWE Ko mikiamuBoro 113 mpwm
KOXXHOMY HOBOMY 3apakKe€HH1, poOJIsTYM HEMOKIMBUM MOTr0 BUSBJICHHS 3a JOMOMOIO0 3a3alleriib
BiJIOMHX, CTATUYHUX CUTHATYP (XEUI-CyM).

Opna 13 TeXHIK, SIKa 3alpOIOHOBaHA CYYaCHUMHU TOCHiTHUKAMU Ui JeTeKTyBaHHs Malware,
noJisirae y Bizyanizaiii 6iHapHoro kony BukonyBanux (aiinis (PE, ELF Tomo), i mogansimomy ioro
aHaji3i Ha OCHOBI HEeHpoHHHX Mepex. [Iporec Bisyamizamii 3a3BHYail BKIIIOYAE€ HACTYIHI KPOKH:
3YUTYBaHHs OailTiB, TpaHcopmanito y 2D ysBieHHs 1 GopMyBaHHs KiHIIEBOTO 300paxkeHHs. [lpu
oMy OiHapHUH (haiii YMTAEThCS K OJJHOBHUMIPHUH MOTIK 0aiTiB (3Ha4ueHHs Big 0 mo 255), motiM
MIEPETBOPIOETHCA HA JBOBUMIpHY MATpHIIO TikceniB. DiHambHa MaTpuIlst 30epiraeTses K 300pa-
KEHHs Y BIATIHKaX ciporo (grayscale), 1e Ko)KHe 3Ha4eHHsI OaiiTa BiAMOBIIA€ SCKPABOCTI MIKCEs.

L{s Tpancdopmarlisi BUSBHIACSA HAJ3BUUAHO €EKTUBHOIO, OCKLIBKH POrpaMu, 10 HAJEKATh
10 ojHi€l poauHu mKianuBoro 113, yacto MaroTh cX0Xki cTpyKTypH Kony. Hapith micns o0dyckarrii,
[l CTPYKTYPH IMPU3BOJAATH JI0 CXOXKHUX Bi3yaJIbHUX TEKCTYp Ta MAaTepHIB Ha 300pakKeHHSAX, SK1 JIFO -
CbKE OKO MO>K€ HE PO3Ii3HaTH, ajie [Ki JIETKO "BIOBIIOIOTHCS" HEMPOHHUMHU MEpeKaMH.

[Ticnst mepeTBopeHHs (aililiB y 300pa’keHHs 3a7a4ya BUsIBIEeHHA 1KianuBoro [13 crae 3anadero
kiacugikanii 300paxens. TyT Ha mepiie Micle BUXOAATh 3rOPTKOBI HEUPOHHI MEpexi, K1 € 30J10-
TUM CTaHJIAPTOM Y KOMIT'FOTEPHOMY 30pi.

Apxitektypa CNN xapakTepu3yeTbcs HasBHICTIO 3rOPTKOBHMX WIapiB, IIapiB 00 €JHaHHS Ta
MOBHICTIO 3B’s3aHUX IapiB (puc. 1).

Convolution Neural Network (CNN)
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Puc. 1. Bazosa apxitexktypa CNN
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Knrouoi nepeBarn CNN y wiif 3aadi: aBTOMaTHYHE BUIUICHHS O3HAK, i€papXiuHe HaBYAHHS,
CTIHKICTB 10 3CYBIB, YHIBepcaibHICTh. Ha BinmMiHY Bix TpaauiiitHOro MammHHOr0 HaB4aHHsI CNN
He MoTpeOyIoTh PYYHOTo "KOHCTpyloBaHHS o3Hak" (feature engineering). Ixmi 3roprioBi (imsTpu
ABTOMATUYHO HABYAIOTHCS BHSBJISTH PEJICBAHTHI Bi3yalibHI ATEPHH (TEKCTYPH), IO BIATOBIAAIOTH
IKiATUBUM (parMenTam koay. ['nboki mapu Mepexi BUaTbCs po3Mi3HABATH BCE CKIIQIHIIII MaTe-
pHU, KOMOIHYIOUYH MPOCTIIII, BUSBIICHI HA MOIMEPEIHIX IIapax. 3aBasiKu MeXaHi3MaM 3TOPTKUA MOJIe-
7 cTidiki 10 TOoro, nme came y (aitmi (i, BIAMOBIIHO, Ha 300pa)K€HHI) 3HAXOTUTHCS IIKITHBHMA
naTepH. YHiBepPCaJIbHICTh MOJISATA€ B TOMY, IO i METO/I HE 3aJIS)KUTh BiJl KOHKPETHOI apXiTEeKTY-
pH IIpoLiecOpa UM OTepaniiHol CUCTEMH, OCKLIBKH BiH aHAII3Ye JIMIIE CUpUNA OIHAPHMIA TOTIK.

Hapuanns rmmbokux CNN (takux sk, VGG, ResNet, Inception, XceptionNet) "3 Hyna" Buma-
rae BEJIMYE3HUX HAOOpIB JaHUX Ta OOUMCIIOBAILHUX MOTYKHOCTEH. Y cdepi KibepOe3neku 1omi-
HYIOUHUM ITiJ{X0/IOM CTaJI0 BUKOPHCTAaHHS TpaHC(HEpHOTo HaBYaHHs [4].

[Tinxix monsirae y BUKOPUCTAHHI MOJENeH, Mo Bxke Oyau HaBUeHI HA MITbHOHAX 3arajibHHUX
300pakeHb (Hampukiaaa, 3 Habopy nanux ImageNet). BusBnserscs, mo 6a30Bi GuibTpu, sKi i
MOJIeNIi BUBYMIIM (JIETEKTOPH KYTiB, TPAII€HTIB, TEKCTYp), € YHIBEepCalbHUMHU. BoHU epeKTHBHO
"GayaTh" TEKCTypH 1 B 300pakeHHsX mKkimmuBoro 13, mo mo3Bojsie: 1) BUKOPUCTATH TMOTYXKHI,
MepeBipeHi apXiTeKTypH; 2) 3HAYHO CKOPOTHUTH 4Yac HAaBUYAHHS Ta OOCST JNaHUX; 3) IOCATTH JTyKe
BHCOKHX IOKa3HHKIB TOYHOCTI (4acto monan 98—99 %).

HaiinommpenimmM BTUICHHSIM TpaHCc()EepHOro HaBYaHHS B KOHTEKCTI TIIMOMHHOTO HABYaHHS €
HACTYIHUN pobounii mpouec (puc. 2):

- B3STTS IIApPIB 3 TOMEPEIHFO HABYCHOI MOJIETI;

- 1X 3aMOpOXKEHHSI, 100 YHUKHYTH 3HUIICHHS Oynb-sKOi iH(pOopMallii, sKka B HUX MICTHTbCS, Ii]l
yac MailOyTHIX TPEHYBaHb;

- JI0J]aBaHHs HOBHMX TPEHYBAJbHHX IIApiB MOBEPX 3aMOPOKCHHMX IapiB. BoHW HaB4arhCcs
MepPEeTBOPIOBATH CcTapi PyHKIII Ha TPOTHO3HW HA HOBOMY HA0OP1 TaHUX;

- HaBYaHHS HOBUX IIapiB HA BallIOMy HA0Op1 JaHUX.

Source Target
model model
" Output layer ~Random | Qutput layer Train from
initialization scratch
| |
LayerL-1 L S » | layerlL-1 3
Pretrain
| | |
S ¢ U - Y Fine-tune
U | |
Laver i . . ... e R > Layer 1
~ o
| | |
Source Dataset Target Dataset

Puc. 2. Inroctpariis nporecy Transfer Learning

OcTaHHIM HEOOOB’SI3KOBUM KPOKOM € TOHKE HaJalllTyBaHHS, SIKE CKJIAJA€ThCA 3 PO3ZMOPOXKY-
BaHHS BCi€l Mozeni, oTpuMaHoi Bulie (abo i YacTUHM), 1 MOBTOPHOTO HaBYaHHS HAa HOBHX JAHUX 13
Iy’K€ HU3BKOIO MIBHJIKICTIO HABYAHHA. SIK pe3yapTaT — MOXHA JIOCSTTH 3HAYHHUX MOKPAIICHD IILIS-
XOM MOCTYIOBOT ajanTarii nornepeJHb0 HaBueHUX (PYHKIIN 10 HOBUX JaHUX.

HaiG1ap1mmM BUKIMKOM ISl BCIX METOIB TITMOOKOT0 HaBYaHHS € iXHs HEMpo30picTh. Moaens
Moxke 3 99 % TOUHICTIO CKa3aTH, IO (aiil € MWIKIUIMBUM, aje He MOXKE MOSICHUTH yoMy. Lle cTBo-
pIOE MONHUT Ha METOJM MOsICHIOBaJIbHOro mTydyHoro iHrenekty (Explainable AL, XAl), Taki sk
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Grad-CAM, siki MOKYTh Bi3yalli3yBaTH, Ha sIKi "9acTUHU" 300pa)KCHHS IPOTPaMHOTO KOy MOJIEIh
3BEpHYJIA yBary mpH yxBajeHH1 pimeHHs [3].

st ominku eeKTUBHOCTI neTekTyBaHHs eneMeHTiB IIII13 Oymno obOpaHo Ta mpoaHai30BaHO
CciM BiZOMHX apxiTEKTyp 3ropTKoBuX HeiiponHux wmepexk: DenseNetl69, EfficientNetBO,
InceptionV3, MobileNetV2, ResNetV2, VGG16 ta XceptionNet. [l koxkHOi apxiTekTypu 0a3oBi
3TOPTKOBI mapu Oynu "3amopokeHi" (200 4acTKOBO pO3MOPO’KEHI), a BEpXHi mapu KiacudikaTtopa
Oynu 3aMiHEeHI HOBHMH, aJJallTOBAaHIUMH JI0 KiJIbKOCTI KJIaciB y Hamomy HaOopi JaHuX.

DenseNet169 [6] — e apxiTeKTypa 3ropTKOBOi HEHPOHHOI MEpPEKi, IKa HAJICKUTH 10 CIMEHCT-
Ba IIUJILHO 3B’s13aHUX 3ropTKoBUX Mepex (DenseNets).

KirouoBoro iHHOBartieto DenseNet € miinpHa cxema 3’eqHaHHg. Ha BigMiHY Bin TpaaulliiHUX
3TOPTKOBHMX HEHPOHHUX MEPEX, JIe KOXKEH Iap MOB’sA3aHui JuiIe 3 cyciaHiMu mapamu, DenseNet
3’€THyE€ KOXKEH IIap i3 KOKHHUM IHIIUM Yy TPsSMOMY 3B’s3Ky. Lle#l miapHuN 3B’SI30K JOCSITAETHCS
HUIIXOM 00’ €HAHHS KapT (YHKLINH YCIX MONEpeAHiX MIapiB sIK BXOJIB 10 MOTOYHOro mapy. Llsa
KOHCTPYKILISI Mae KijbKa IepeBar, BKJIIOYAIO4M IOKpallleHe MOBTOPHE BUKOPUCTAHHS (DYHKIIIMH,
IpajlieHTHUN NOTIK 1 €PeKTUBHICTh TApaMeTPiB.

Mepexa VGG16 [7] cknamaerbes 3 Manux 3ropTkoBux (uieTpiB. VGG16 mMae Tpu MOBHICTIO
3B's3aHi mapu Ta 13 3ropTkoBuX mapiB. Y Hei mpocta, rauboka apxitektypa. Ciayrye 4yqoBUM
6azoBuM piBHeM (baseline). Bximnumu nanumu i Oyab-skoi MepekeBoi KoH]irypailii BBaxKaeTh-
cs 300paxkeHHs (hikcoBaHOTO po3mipy 224 x 224 i3 TppoMa kanamamu — R, G 1 B. €1uHa Bukonana
nonepeaHs 00podka — HopMadizaig 3HaueHb RGB ans koxHoro mikcens. Lle nocsraetscs nuisxom
BiJIHIMaHHS CEPEIHLOTO 3HAUCHHS BiJ] KOKHOTO TTIKCEIIS.

ResNetV2 [8] BukopuctoBye "3amumikoBi 3'eqnanHs" (residual connections), 1mo g03BoJIsiE
HaBYATH HAJA3BUYAHO TIMOOKI Mepexi 0e3 BTpaTu Tpali€eHTa. [neanbHO UIs BUSBICHHS IyXKe
CKJIQJIHUX, JIeJb IOMITHUX MATEpPHIB.

InceptionV3/XceptionNet [9] maroTh K KIHOUOBY ijgeto "OaraTomacmTabuuii anamiz" (puc. 3).
Bonu onHOuacHO 3acTOCOBYIOTH (DibTpH pizHOTO po3Mipy (1x1, 3x3, 5x5), mo no3Bossie iMm 6GaunTu
1 npiGHi, 1 BeNMKi matepHu ogHOYacHO. Lle Moke OyTH KPUTHYHO BaXKIIMBUM, OCKUIBKH IIKIUIMBUAN
KOJl MOK€ OyTH SIK KOPOTKOIO 1HCTPYKIli€ro (ApiOHMIT maTepH), Tak 1 LITUM BOYIOBAaHUM OJIOKOM
(BeMKUIA TTaTEPH).

Depthwise Convolution

N N
: I
/ Pointwise Convolution
/ N \
N ~ nxnconv B ERNN
X X N 1x1 conv
I =
- bl I >

SRy
—

Puc. 3. Apxirexrypa XceptionNet

MobileNetV2/EfficientNetB0 sBastoTs coboro "edpextuBHI" apxiTekTypu. Bonu po3pobieni
JUIsl IOCATHEHHS MaKCUMAIIbHOI TOYHOCTI P MiHIMaJbHUX OOUYMCIIOBANLHUX BUTpaTax. IX aHanmis
BOXJIMBUI JJIS1 TPAaKTUYHOTO 3acCTOCYBaHHS, 00 Taka Mojeidb Morja O TparfoBaTH HaBiTh Ha
MOOUTBHOMY HPUCTPOi a00 B aHTUBIPYCHOMY CKaHEpi peaJbHOro yacy 0€3 3HaYHOT0 HaBaHTAKEHHS
Ha CHCTEMY.
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ExcniepumeHTa/IbHI 10CTiI>KEHHS TA METPUKH OLliHKH

3 Meroro omiHku edekTuBHOCTI BusiBiaeHHS pisHUMU CNN I3 uepe3 OinapHi ¢aiiau Oyino
oOpano Habip HaHUX 3JIOBMUCHOTO MporpaMHoro 3adesneuenns MaleVis [10]. Bin mictuts 14226
300pakeHb 3JIOBMHCHOTO MPOTPAaMHOTO 3a0e3IedeHHs, M0 OXOIUTI0E 25 KiaciB, a Takoxk | Kiac
3BHYAHOTO MIPOrPaMHOTO 3a0e3MedYeHHs. 3 Ha0opy NTaHuX OYJI0 BUKOPUCTAHO BCi 26 kiaciB 1 7280
300pakeHb J0JIaTKOBO BiAIOpaHO 3 ITMX KJaciB 3 MeTOr HaB4yaHHsA. i minei TectyBanHs (5126
300paxenn) Ta Bamimamii (1820 300paxkens) Oyno BimiOpano 6946 300pakeHb i3 BCIX KIIACIB.
3o0pakeHHs1 B HaOopi nanux MaleVis Oynu oTpuMaHi NIISXOM BUIydeHHs O1HApHHUX 300pakeHb 13
¢aiiniB mKiAMBUX nporpam y 3-kanansHoMy Gopmarti RGB. IToTim po3mipu 300pakeHb 3MiHIOBa-
JIUCS IO PO31IBHOT 3aTHOCTI KBaapatiB 224x224.

KnrouoBuM eranoM JOCHTIJDKEHHS, IO MepelyBaB HABYAHHIO MOJEJCH, Oyno MepeTBOPEHHS
BuKOHYBaHUX PE-(aiiniB y rpadiuni 300paxenns. Jins mporo 3aBmanHs Oyno ob6pano Python-
ckpunt Bin2png [11], 3xaTtHuii 6e3 BTpaT KOHBepTyBaTH OiHapHi AaHi y popmaTt PNG.

[Iporiec renepartii 300pakeHb MaB J[Ba €TAITH:

1) KonBeprarisi. 3a AOMOMOTrO0 aJanTOBAHOTO CKPUNTY BCSI KOJICKINis OiHapHHX (aiimiB 3
Habopy naHux Oyna neperBopeHa Ha PNG-300paxenns. Ha mpomy erami BcTaHOBIIOBasIacs (ikco-
BaHa mmpuHa (224 a6o 300 mikceniB), M0 MPU3BOIUIIO J0 TeHeparlii 300pakeHb 3 Pi3HOI BUCOTOIO,
sKa 3aJIe)Kaa BiJl pO3Mipy BUXITHOTO (aiiy.

2) MacmtabyBanss (cranmaptusanis). OCKIIbKH apXiTEeKTYPH 3rOPTKOBUX HEHPOHHUX MEPExX
BHUMAararoTh Ha BXO/ll 300paxkeHHs (hIKCOBAHOTO po3Mipy, yci orpuMani PNG-daiinu Oynu crannap-
TH30BaHi. X Oy0 IpUBENEHO 10 KBaApaTHUX po3MipiB 224x224 ta 300x300 mikcesis.

Jns minimizanii BTpar iHopmMmanii Ta apredakTiB mif 4yac macmTabyBaHHS OOpPaHO METO
iaTeprioysiii Jlanmoma. Ileit meton, peanizoBanuii y 6iomiorerni OpenCV, aHami3zye po3mmpeHuit
HaOip mikceniB (8§%8) 1 3a0e3meuye BUCOKY SKICTh 300pa)KCHHS y MOPIBHIHHI 3 MPOCTIIIMMH METO-
naMu (HarpuKIiIaz, OUTiHIHHOO IHTEPIOJIAIIE0).

Jlns HaBuaHHS Ta OLIHKU Mojenei Oylo BHUKOPHCTaHO MPOMOPIii MOALTY OPHUTiHAIBHOTO
Habopy manux Malevis. 3aranpHuii Habip naHuX OyB PO3IiNIEHUI Ha JBI OCHOBHI yacTuHU: 1) Tec-
TyBaJIbHUI HaOip: 36 % Bix ycix naHux; 2) HaOlp A HaBYaHHS Ta Banijgamii: 64 % Bij ycix JaHHX.
OcobnuBicTIO HaHO1 poOOTH OYIO Te, Mo opHuriHanbHuN 64 %-ii Habip OyB 10aTKOBO PO3ALICHUN
JUIs CTBOPEHHS OKPEMOTo BaiijaliiiHoro Habopy. Lleit HaOip € KpUTUYHO HEOOXIAHUM JJIsi MOHITO-
PUHTY NepeHaBYaHHS MOJEJIl B IPOLIEC] TPEHYBaHHS.

[Toxin 64 %-ro HaGopy npoBoauBcs y mponopiii 4:1 (todro, 80 % maHux Aas HaBYAHHS Ta
20 % — nmus Bamimamii). Takum YuHOM, (iHATBHUI PO3MOALT YChOrO HAOOpy HaHHWX BUTJIISIIAE
tak: 1) TpenyBanbHuil Habip: 51.2 % (80 % Bix 64 %); 2) Bamiganiiiauii Hadip: 12.8 % (20 % Bin
64 %); 3) TectyBanpHUI HAOIp: 36 % (30epekeHO 3 OPUTIHATIHHOTO MOALTY).

Takuii miaxia A03BOJUB OAHOYACHO BUJALTUTH JaHi Ui Badijallii, He TOPYIIYIOUd MPU [OMY
LITICHICTh OPUTIHAIBHOIO TECTOBOTO Habopy, 110 3abe3nedye 00'€eKTHBHICTh Ta MOPIBHSAHHICTh
pe3yibTarTiB.

B T1abn. 1 mpencrasieHo naHi mono kiaciB 310BMUcHOTO [13 1 iX KUIBKOCTI (B TOMY YHCII
BiJIHOIIIEHHSI KIJBKOCTI TPEHYBAJIBHHMX 1 TECTyBalbHUX NaHMX). Ha puc. 4 HaBelneHO MPUKIAAU
300pakeHb MPEJCTABHUKIB PI3HUX BHUIB 3710BMHCHOTO [13.

B AKocCTi 101aTKOBUX IHCTPYMEHTIB AJIi POOOTH 3 JaTaceToM, HaBYaHHS MOJENeil Ta OLIHKH
MeTpuk edekTuBHOCTI Oysio obpano TensorFlow, Matplotlib Ta Seaborn. TensorFlow nanae nmoBHumii
Habip 1HCTPYMEHTIB, 0i10J10TEK 1 pecypcCiB CHUIBHOTH, AKi MOJETHIIYIOTh JTOCIIAHUKAM 1 pPO3pOOHH-
KaM BIIPOBAKEHHSI Ta pO3TOpPTaHHs MOjesieil MallnHHOro HaByaHHs. Matplotlib Ta Seaborn 6ynyTh
BUKOPHCTaH1 JJIs Bi3yasi3alii JaHUX Ta CTaTUCTUYHOI 0OPOOKH.

[Ticnst miaroroBku HaOopy JaHUX (KOHBepTalii ¢ainiB y 300pakeHHs Ta iX cTaHIapTU3alii) Mu
PO3pOOMIIN €IMHUI aNTOPUTM JUIs HaBYAHHS KOXKHOI 3 oOpaHMX HelpoHHuX Mepex. Lleit mpouec,
HOPOUTIOCTPOBaHUI Ha OJOK-cxeMi (pHc. 5), BUKOPUCTOBYE TOIIMPEHUH Ta €(DEKTHBHUUN MiAXia
TpaHchepHoro HaBuaHHA (transfer learning).
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Tabmuus 1

Homep Hasga Kiac TpeHyBaJ.]bHi/.Tec.TyB%ﬂbﬂi/
Baainauiiini nani
1 Adposhel Adware 280/144/70
2 Agent-fyi Trojan 280/120/70
3 Akorfn Ransomware 280/146/70
4 Allaple Worm 280/128/70
5 Amonetize Adware 280/147/70
6 Androm Backdoor 280/150/70
7 AutoRun-PU Worm 280/146/70
8 BrowseFox Adware 280/143/70
9 CVEap Ransomware 280/149/70
10 Dinwod!rfn Trojan 280/149/70
11 DoejoCrypt Ransomware 280/135/70
12 Elex Trojan 280/150/70
13 Expiro-H Virus 280/151/70
14 Fasong Worm 280/150/70
15 Hlux!IK Worm 280/150/70
16 Injector Trojan 280/145/70
17 InstallCore.C Adware 280/150/70
18 MultiPlug Adware 280/149/70
19 Neoreklami Adware 280/150/70
20 Neshta Virus 280/147/70
21 Goodware Not a Malware 280/1482/70
22 Sality Virus 280/149/70
23 Snarasite.DItr Trojan 280/150/70
24 Stantinko Backdoor 280/150/70
25 VBKrypt Trojan 280/150/70
26 Vilsel Trojan 280/146/70
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Malware types samples
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Puc. 4. Ilpuknan rpadiuHux npeacraBieHb KoxHoro 3 kinacis 1LT13 B nataceri

Mu He OyayBanu HEWpOHHY Mepexy "3 Hynd", a Opaiu MOTYXHi, BK€ HaBUEHI MoJei
(sx VGG16, ResNet ta 1H.) 1 "mepekBamidikoByBamu" iX Isi HAIIOTO KOHKPETHOTO 3aBJIaHHS
po3mi3HaBaHHs 300paxeHb mKiamusoro [13.
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DataSet split to Select layers for Fine
testArainival tuning

l

Add 2 last Dense
layers to the model

Compile model
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validation loss?
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Do prediction on a
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Measure a training
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Puc. 5. biok-cxema anropuTMy TpeHyBaHHS HEHPOHHOI Mepexi

OCHOBHI KPOKH TPOBEICHHS eKCIIepuMeHTy [12].

Kpoxk I. IlinroroBka nanux. Bech Ham HaOip 300pakeHb OyB pO3MiJICHMN HA JIBI KIIFOYOBI
TpyIu:

- HaOip s HaBYaHHS Ta Bamigamii (64 %). L1 maHi BUKOPUCTOBYBAIUCS JIJISI CAMOTO IMPOIIECY
"nHaBuaHHA". Mojenb BUKOPUCTOBYBalla iX, IIO0 3HAMTH 3aKOHOMIPHOCTI (TpEHYBaHHS), a MU
NEPIOTUYHO MEePEBIpsUH 11 YCHIIIHICTh Ha YaCTHHI IUX JaHUX (Baigallis);

- TecroBuii HaGip (36 %). Lli manHi Moxens HikoIW HE Oauwia Imija Jac HaBYaHHSA. BoHu Oynmu
"BimknageHi" ms (iHaIBbHOTO, 00'€KTUBHOTO TECTYBAHHS.

Kpox 2. Aganrauis apxiTektypu (TpancdepHe HaBuaHHs). [ KOXKHOT 3 MozieNielt MU BHKO-
Haju "TOHKE HaJaIITyBaHHA':

1) "3amopo3ka" mapiB. My TpUMYCTWIH, IO HEpIli IMapyd HEHPOHHOI Mepexi (HampuKial,
nepui 100) Bxke 4y/10BO HaBUEHI po3Mi3HaBaTu 0a30Bl pedl (JIiHIi, KyTH, IPOCTI TEKCTYPH) 3aBASKU
iX HaBYaHHIO Ha MUIbHOHAaX IHIIUX 300pakeHb. Mu "3amopo3unu" iXHI Baru, 3a00pOHMBIIU M
3MIHIOBAaTHCA.

2) "Po3mopo3ka" mapiB. Mu T03BOJIMIIN J0-HABYAHHS JIMIIE JUIs OLIbII NTMOOKHX 1mapiB (YCix,
mo Hayts micas 100-ro). Lle nano 3Mory Mepesxi aJjanTyBaTH CBOi 3HAHHS PO CKJIAJHI MaTepHU 10
cnenniky Hamumx 300paxxens 1I13.

3) Beranopnennst HoBoro "kinacudikaropa". Mu "Biapizamu" OpHriHANGHHN BUXIAHUHA mIap
Mofeni (KUl Mir posmizHaBatu, Hampukian, 1000 kmaciB tumy "kit", "cobaka", "aBromo0inb") 1
JI0JaJIi 3aMiCTh HBOTO JIBA HOBUX IIUIBHO 3B's13aHuX (Dense) mapu:

- npuxoBaHuii map (1000 HelpoHiB) SIK MPOMIXKHHI, 1110 JOIIOMarae MoJiejl arperyBaru BUBUe-
Hi O3HAKH;

- BUXITHUM map (26 HeMpoHIB) SIK KIHLEBUH MIap, /i€ KOXKEH HEHPOH BIAMNOBIAE OAHOMY 3
26 xnaciB mkianuBoro [13 y Hammomy garaceri.

Kpox 3. IIpouec TpeHyBaHHS Ta KOMITUIALI].

[Ticnst apanTarmii mMomens Oyna CKOMIUTbOBaHa (IMIATOTOBJIEHA 10 HABYAHHS) Ta 3alylleHa.
KitouoBoro ocobnusicTio 6yB MexaHi3M "panHboi 3ynuHku" (Early Stopping), sxuii gomomir Ham
320ILAAUTH Yac Ta YHUKHYTH TMepeHaBYaHHs (CUTYyallii, KOJIM MOJENb NpocTo "3a3yOproe” TpeHyBa-
JIBHI JIaH1, aJie MOTaHo MPAIO€ Ha HOBUX ).

Ocb sK BiH IpallOBaB:

- MOJIeNTb TPEHYBAJIACA IIUKIAMU (€I0XaMu);
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- BcTaHOBWIIM "TepmiHHA" (patience) y 8 enox;

- MICJSI KOXKHOI €MOXHM MOJIENb MepeBipsiia CBOIO e(eKTHBHICTh (3Ha4eHHs (YHKIIi BTpaT) Ha
BaINJAIiHUX JAHUX;

- SIKIIO TPOTATOM & €roX MOCIHiIb MOJENb HE MOKa3zyBaja MOKpaIleHHs (He BCTaHOBIIOBAJA
HOBUH "pekopn" epeKTHBHOCTI), HABYAHHS aBTOMATUYHO 3yITHHSIIOCS;

- TICJA 3yNUHKMA CHCTEMa aBTOMAaTHUYHO BiJHOBJIOBAaJIa Baru MOJENI 3 Ti€l ernoxu, sika Oyna
HaMKpaIoxo.

BcranoBieno MakcumanbHy Mexy y 80 erox, aje 3aBIsKH [IbOMY PO3YMHOMY MEXaHi3MYy KOJI-
HIil 3 HAIIMX MoJeNiel He 3HamoOmIocs OibIie 25 enox, mod JOCITTH CBOTO MKy €)eKTUBHOCTI.

Kp ok 4. ®inanpHa oriHKa.

[Ticnst Toro, sSiIKk HaB4aHHs OyJI0 3aBEPIICHO 1 MU OTPUMANIH HAMKpaIly BEpPCi0 KOXKHOI MOJE,
HAcTaB yac TecTyBaHHs. Mu B3su TectoBHil Habip (36 % maHMX, sIKi MOJEIbh HIKOJIM He Oa4uia) i
MOTIPOCHIIM MOJIEJTi 3pOOUTH Ha HHOMY ITPOTHO3H.

Jlani mopiBHSIM 111 MPOTHO3M 3 pealbHUMH, TPABHUJIBHUMH BIJIMOBIISIMH 1 PO3paxyBajid MaTpH-
1[I0 HEBIAMOBIIHOCTEH (Bi3yanbHY TaOIUINO, IO MOKA3Yye, SKi KJIACH MOJAEIH TUIyTalla MiXK c000I0)
1 xmodoBi MeTpuku Precision, Recall Ta F1-Score, mo6 00'€KTUBHO OIIHUTH TOYHICTH KOXHOI
MOJIETT.

[Ticns HaBYaHHS BCiX 7 HEHPOHHUX MEPEK MU OLIHWIM iXHIO €()eKTHBHICTh. [ 1boro Mu
BUKOPHCTAJIM CTaHAAPTHI METPUKHU: Accuracy (3arajibHa TOYHICTB), Precision (TOYHICTB MPOTHO3IB),
Recall (moBHoTa BusiBieHHs ) Ta F1-Score (30anancoBanuii OKa3HUK).

{06 orpumaru y3araiabHeHi Oanu (Tadil. 2) MU BUKOPUCTAIN <«3BayKeHHI» minxin. Lle o3navae,
10 TOUHICTH Y Kiiaci, fe 6ymo 1000 tectoBux ¢aiiniB, Mana OUIbILY «Bary» Ui 3arajibHO1 OI[IHKH,
HiXK y Kiaci, e Oymo mume 100 ¢aiinis. Lle poOUTh OIiHKY O1JIBII CIpaBEeIIMBOIO Ta 00’ €KTUBHOIO,
0COOJIMBO KOJIM KJIaCH HEPIBHOMIPHI.

Ta0murs 2
Heiiponna mepe:xka | Precision | Recall F1 | Accuracy
XceptionNet 0.89 0.86 0.86 | 0.86
EfficientNetBO 0.90 0.85 0.86 | 0.85
MobileNetV2 0.90 0.85 0.86 | 0.85
DenseNet169 0.90 0.86 0.86 | 0.86
InceptionV3 0.89 0.83 0.85 0.83
VGG16 0.88 0.82 0.82 | 0.82
ResNet50Vv2 0.88 0.83 0.83 | 0.83

Sk BUIHO 3 Tal1. 2, yci MoJeN MoKa3aln JOCUTh BUCOKI Ta CX0Xi pe3ynbTaru. [1o mokasHuky
Precision Haiikpamuii 6ax (0.90) y EfficientNetB0, MobileNetV2 ta DenseNet169. Lle o3nauae, 1o
AKIo 1i moaeni kazanu "Lle Bipyc!", Bonu manu pauito y 90 % Bunasnkis. ITo nokaznukax Recall Ta
Accuracy naiikpamnmuit 6an (0.86) y XceptionNet ta DenseNetl169. Ile o3nadae, 110 BOHH 3MOITIH
MPaBUJIBHO JIETEKTYBaTH Ta kiacudikyBatu 86 % ycix aiini y TecToBii BUOIpLI.

3a cyro yuctumu Oanmamu DenseNet169 ta XceptionNet BUIIIAIaIOTH JTiiepaMu. AJle BUCOKA
TOYHICTh HE OCHOBHMH NOKa3HMK. HaMm Takox BakimBa edexkTuBHICTH Moneni. DenseNet169
"nerma" 0o mae 14 MinbpHOHIB mapaMeTpiB (YMOBHUX "HajamTyBaHb'"), ToAl ik XceptionNet mae
27 MinbiOHIB. AJie i Yac HaIIoro eKcrepuMeHTy MH "no-nHasuanu" 69 mapiB y DenseNetl69,
1 mume 32 — y XceptionNet. Yepe3 1ie ogun 1uki (emoxa) HaBuaHHs y DenseNet169 tpuBaB y
1.5 pa3u nosumre. HaiiBaxknusime, mo XceptionNet ocsiriia CBOro HalKparioro pe3yinprary BChOro
3a 7 enox, Toal Ak DenseNet169 snagoonnocs 13 emox.

BucuoBoKk: xoua oOuaBi Moneni TouHi, XceptionNet BUsBHIIACS OibII HNEPCHEKTHBHOIO.
Bona BumMTbcs Habaratro MIBHALIE 1 BUMarae MEHIIE LUKJIIB HaBYaHHS JUIl JOCATHEHHS IIKOBOT
edekTuBHOCTI. MU JeTanbHO TPOAHANI3YyBalu, 1€ caMe IMOMUJIsIacs Halla HaWKpaiia MOJeb
XceptionNet.
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Puc. 6. MaTpuns HeBiamoBigHOCTEH st XceptionNet

Marpunst HeBinnmoBizHocTel (puc. 6) mokaszana Kilbka HiKaBuX pedei. Haiibinpine momMuaok
Mofenb pobuna 3 kmacom "Goodware" (6e3meuni (aiinm). Bona yacto rmiyrana ix 3 Bipycamu.
Ile ouikyBaHO, OCcKUIbKH y Hac Oyno B 10 pa3iB Oinblne Oe3meynnx (aiiiiB, HiXK Oy/Ib-SKOTO 1HIIIOTO
knacy mkianuBoro I13. Haitmpo6nemuimmii Bipyc "Injector" (Kmac 16). Mogens HaifuacTime
IUTyTana uei Tum TposiHa 3 6e3neuyHumu Qaitnamu. e Moxe cBIIYUTH MPO Te, 0 HOro Bi3yalbHi
narepHu JIyxe "xaoTmyHi" abo cxoki Ha 3BHYaiiHI mporpamu. Jleski Kiacw, HampuKIal,
"Snarasite.D!tr", "DoejoCrypt" Ta "Vilsel", Moaens posmiznasana 3i 100 % Tounictro. IxHi Bizyans-
Hi TTAaTEPHU BUSBIIIUCS JIy)K€ YHIKAIIbHUMH Ta JIETKO BITI3HABAHUMH.

BucnoBku

Tpaauuiiiai aHTUBIPYCH 3/1€0UTBIIOTO NOKJIAJAIOTHCS Ha CUTHATYPHUN aHami3. BoHu mykaroTh
y (aiinax yHikanbHi "nudpoBi BIIOUTKU" (CUTHATYpH) BkKe BiToMMX BipyciB. Lleit minxia ctaB Ha
MPAaKTHUIl MaJI0 €PEKTUBHUM Yepe3 MAacoOBE BUKOPHUCTAHHS 3JIOBMUCHHKAMH TEXHIK MOMIMOPQIZMY
Ta o0dyckanii. [licast neperBopeHHs OiHapHUX (ailiiB y 300pakeHHs 3a/1a4a BUSBJICHHS IIKITH-
Boro I13 moxe OyTu nepekBanipikoBaHa B 33a4y Kiacudikalii 300paxeHb.

VY Xonl AOCHIKEHHS YCIHIIIHO BHPIIIEHO aKTyallbHy 3ajady Kiacudikamii MIKiIJIABOTO
MIPOTPaAMHOTO 3a0€3MEUSHHS 3a IOTIOMOT'OI0 METO/IIB TITMOOKOTO HaBYaHHS, 3aCTOCOBAHUX JIO Bi3ya-
JIBHUX Mpe/ICTaBleHb BUKOHYBaHUX PE-(aiinis.

byno chopmoBano 36amancoBanuii Hallp JaHHX, 110 BKIIOYAB PI3HI CIMEHCTBA MIKIIJIUBOTO
I13 ta "gucti" Qaiinu (Goodware) 1 mpoBe€HO MOPIBHSIIBHUN €KCIEPUMEHTAIbHUN aHali3 CeMU
MOIIMPEHNX apXITEKTYp 3rOPTKOBUX HEWPOHHHX MEPEX, sIKi HAaBYAIHCS 32 METOIOJIOTIE€I0 TPaHC-
¢depHoro HaBuaHHs. Kimo4oBuM etanom poOOTH cTajla KOHBepTalis Hux ¢ailiB y 300pakeHHs y
BIITIHKAX CIpOro 3a JIOMOMOTO0I0 aJanToBaHOTO CKpUNTy Bin2png.

ExcniepumenTtu 3acBiquuiy, o kiacudikaiis mkiamusoro [13 3a fioro rpadiyaum odbpazom €
BHCOKOTOYHHM TIIXOJIOM, SIKAH HE MOCTYITAETHCS 1HIIUM Cy4aCHUM METOJIaM CTaTHYHOTO aHawi3y.
Mogneni XceptionNet ta DenseNet169 npoaemMoHCTpyBaiaM HalKpalli y3arajJbHEeHI MOKa3HUKH,
JOCATHYBILU 11I€HTUYHOI (iHaNbHOI TOYHOCTI (Accuracy) y 86 %. [lonpu o/lHaKOBY TOUHICTb TJIH-
Ommii aHani3 mokasas, 1m0 XceptionNet € OUTbII MEpCHeKTUBHOW. BoHa 1ocsria cBoro mikoBOTro
pe3yibpTaTy BChOro 3a 7 enox HaBuaHHsA, Toal Ak DenseNetl169 3namobmnocs 13. e cBiguuth mpo
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BUIYy €(EKTUBHICTh Ta MIBUIAKICTH amamnTamii apxiTekTypu XceptionNet g0 maHoi crerudigHoi
3amavi. [IpakTuyHe 3HAYEHHS pOOOTH TOJIATAE B TOMY, IITO PO3POOJICHUN TIIX1a MOXKe OyTH IHTET-
pOBaHUl y Cy4acHI aHTHBIpYCHI IPOTrpaMHi KOMIUIEKCH. BiH 31aTeH ciayryBaTH MOTY)KHUM MOJY-
JIEM CTaTMYHOTO aHaIi3y IS BUSBJICHHS HOBHUX Ta MOJIMOPGHUX 3arpo3, AKi ePpeKTUBHO 00XOIITh
TpaAULiiHI CHTHATYPHI CKaHEPH.
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