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Introduction 

In modern telecommunication systems and networks the task of providing the necessary indi-

cators of noise immunity (noise immunity and secrecy functioning) at the level of the source of sig-

nals – physical carriers of information is traditionally solved on the basis of increasing the ratio of 

signal power to the power of interference at the reception of the receiving device, as well as improv-

ing the directivity of the antennas of the transmitter and receiver. Signal intensity or signal-to-noise 

ratio is a key parameter that determines the characteristics of any receiving task. However, the en-

ergy parameters of the system may be limited. Among the main directions for improving the noise 

immunity and secrecy of the telecommunications network one can identify the directions associated 

with the use of channels with high redundancy, high spatial, structural, energy and time secrecy. 

One of the ways to solve this problem is to use radio channels with frequency redundancy [1 – 4]. 

To provide this type of redundancy, discrete signals are now widely used at the physical level, in 

which manipulated parameters (amplitude, phase, frequency) are changed at strictly fixed time in-

tervals. Rules for changing the parameter being manipulated are specified by discrete sequences, 

which completely determine the properties of the discrete signals and are often identified with them. 

That is why the attention of scientists has been focused on the analysis, synthesis and processing of 

discrete sequences. 

In the systems of radar, sonar, navigation, communication and transmission of information the 

use of the discrete sequences for the formation of complex wideband and ultrawideband signals as 

manipulating sequences made it possible to resolve the contradiction between the throughput and 

range of the systems operation, to increase their noise immunity and electromagnetic compatibility, 

increase radio bandwidth efficiency use due to code division of channels, to improve the ecology in 

the radio coverage area by reducing the peak radiation power, create satellite-based radar, radio 

navigation and communication systems, providing for observation, determination of coordinates 

and transmission of information to any point on our planet, to implement hidden location and com-

munication using noise-like signals and much more. Today a large number of the discrete sequences 

classes are known. All of them differ from each other by the rule and the coding power, the priority 

qualitative characteristic (sequences with perfect periodic autocorrelation function, orthogonal, qua-

si-orthogonal, trans-orthogonal, maximally trans-orthogonal, optimum in minimum-maximal, or in 

some other kind, noise-like sequences, periodic, impulse, regular, irregular impulse sequences, etc.); 

they differ in a number of essential parameters (characteristics): period (length), peak factor, degree 

of equilibrium, uncertainty function, autocorrelation, reciprocal and butt-correlation functions, etc.  

The main results of the research  

To date, there is no unified theory for the synthesis of discrete signal (DS) systems with prede-

termined auto-, mutually-, joint correlation properties. Moreover, it is not possible to answer the 

question: how signals with a large period close to optimal ones are known. Therefore, it is relevant 

to search for effective methods of the discrete signals (DS) search with the necessary (for certain 

applications) correlation, ensemble, statistical and structural properties. One such method is based 

on the use of iterative algorithms [5]. Relatively good in this sense signals can be obtained with the 

appropriate choice of the initial approximation and the use of integer optimization by the minimum 
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or medium degree criteria. However, the disadvantage of the iterative methods is the dependence on 

the initial approximation, a sharp increase in the search time of the signal as the signal period in-

creases. Other methods include finding the necessary conditions for the existence of discrete se-

quences with the given parameters. It is known [6] that discrete sequences  with a good aperiodic 

autocorrelation function (APFAC) can be found only among sequences with a good periodic auto-

correlation function (PFAC). In the first stage, many sequences of candidates with good PFAC are 

formed. In the second stage, an exhaustive search is carried out for the criterion of the lowest level 

of the maximum of the side lobes of the APFAC among all cyclic shifts of one-period segments of 

the candidate sequences. The search result is a sequence with a minimum value of the APFAC side 

lobes. The method of the discrete sequences synthesis by homomorphic mapping of multiplicative 

groups of simple and extended Galois fields with k-valued character. Studies have shown that with 

the increase in the field characteristics and the number of classes, the amount of computations in the 

directional search is increasing dramatically [7]. Known methods of the discrete sequences synthe-

sis with the given correlation functions are based usually on the operation of sorting multiple op-

tions to select the best result, and with a significant period of the discrete sequence application of 

such methods becomes problematic. 

Let us formulate the problem of synthesis of one class of signals with given correlation, en-

semble and structural properties. We will require that such signal systems have a “fuzziness” prop-

erty in correlation properties. This property means that increase or decrease in the duration of the 

discrete signal does not change the correlation properties inherent in the output signal.  

Under the problem of signal synthesis we will understand the task of constructing dictionaries 

(subsets) of vectors (signals) ( ), 1, ,q

m
W q N  1, ,m M  the whole set of which forms a system of 

uniform quasi-orthogonal signals (UQOS) of 
k x

M N M   dimension such that the following con-

ditions are fulfilled in each of the dictionaries. 

1. The mathematical model for the periodic autocorrelation function of each q

m
W  of discrete 

signals (DSs) satisfies the system of nonlinear parametric inequalities (SNPI) 

1 2

1

1

( ) ( ) ( ),
L

q q q q

a i i c a

i

R l W W R l








   1, 1,l L   1, ,q N    (1)  

where 
1
( )q

a
R l  and 

2
( )q

a
R l  are specified (such as required) values of the side lobes of the PFAC.  
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moreover, 1, 1,l L   for various combinations q  and p , ,,1 Nq   ,,1 Np   ,q p  where 
1,

( )
j

qp

b
R l  

and 
2,

( )
j

qp

b
R l - are specified (required) PFMC (Periodic Function of Mutual Correlation) and JFMC 

(Joint Function of Mutual Correlation) implementation. 
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3. Studies show that significant difficulties in overcoming the hidden functioning of radio 

channels can be created by giving “fuzziness” properties to signals. Let us introduce the concept of 

fuzziness. Moreover, we first formulate the problem of synthesis of a single signal qW  having the 

fuzziness in cyclic convolution. Let us define the fuzziness interval x  by duration  

2 1
L x x L x     ,      (3) 

Considering that, in the general case 
1 2 1 2

, ,x x x x L  , the fuzziness interval y relative to 

the true values of the cyclic frequency in the form  

2 1
L y y L y      ,     (4) 

and Lyyyy  2121 ,, . 

Let us assume that based on the processing of the signal flow either signal 
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or signal  
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21 2x L x
W W W  

  
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with x L  , where indices 
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1

x   , 
2

L x   indicate the number of 

characters of the truncated W   signal (the first or last, according to the arrangement of its charac-

ters 
1X

W 
or 

2X
W 

). Then the fuzziness of the signals given by (5 – 8) is a set of systems of nonlinear 

parametric inequalities: 
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where )(kR'
1a  and )(

2
kR'

a  – are various implementations of the PFAC that are specified in the syn-

thesis of signals. In the case of “fuzziness” in the duration of sequences of characters in the interval 

x, which is defined as: 

2 1
L x x L x     , 
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the mathematical model of fuzziness can be specified by a set of nonlinear inequality systems: 
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Thus, the condition that must be fulfilled for the signals q

m
W synthesized system can be formu-

lated as follows: the dictionary { q

m
W }  satisfies the set of systems of nonlinear parametric inequali-

ties (9) – (10), i.e. the dictionary { q

m
W }  has in intervals x  and y  a blur in duration and cycle 

frequency. 

4. In each of the M dictionaries there are signals 1

1

q
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W  and 2

2

q
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W , auto – and mutual convolution 

of which will satisfy the set of inequalities of the form (1) and (2); 

5. The law of signal q

m
W  formation has perfect structural secrecy. 

6. The mathematical model for the normalized APFAC of signal q
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W  satisfies the system of 

nonlinear inequalities  
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7.The mathematical model for the aperiodic function of mutual correlation (APFMC) satisfies 

two systems of nonlinear parametric inequalities 
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8. The objective function  

                      
1
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n

j j
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Int E C S


      (13)  

belongs to the interval ( , )A B , where 
j

S  – is the value of the implementation of the functions of the 

information transmission system, describing the laws of distribution of values of aperiodic and pe-

riodic correlation functions, which determine the structural secrecy of signals, algorithms for the 

construction of the discrete signals (DSs), etc and 
j

C  – are the penalties corresponding to them. 

Let us formulate the problem of the signal system synthesis, taking into account the main dif-

ference from the signal system considered earlier: the durations of some (all) vectors (signals) 
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R l R l R l R l R l  and ( ),
2,3b

R l  – are the values of the PFMC and JFMC implemen-

tations. 

4. Conditions (14) and (15) are satisfied for aperiodic auto – and mutual correlations for all 
qW ,  1,q N and any combination of the DS qW  and pW , , 1, ,q p N q p  , the objective function 

(14) fits the interval ( A , B ). 

We emphasize that the stated formulation of problems of the NUQOSs synthesis is more gen-

eral than the formulation of the uniform quasi-orthogonal signals (UQOS) synthesis tasks. Both the 

formulation of the problem of synthesis of UQOS (UNQOS) signal systems and the proposed ap-

proach are new. Therefore, obtaining even partial solutions makes it possible to move further to-

wards solving the problems of synthesis of the discrete signals (DS) with the specified correlation, 

ensemble and structural properties. 

It is shown in [8] that the improvement of the ensemble, structural and correlation properties of 

the DS in case of insignificant complication of algorithms and devices of their formation, can be 

achieved based on the use of the so-called compound signals (CS). Thus components will be called 

signal systems for two reasons. First, the law of formation of complex elements in a composite sig-

nal may change, and secondly, complex elements forming the CS have identical (close) auto – and 

mutually correlating properties, so their mutual combination does not lead to deterioration of corre-

lation properties and, at the same time, makes it possible to improve the ensemble properties, to in-

crease the structural secrecy and to implement the mode of change of correspondence: m bits of the 

message – 2m
 CS, without much complication of mechanisms of formation and processing of such 

signals. 

Let us formulate the problem of synthesis of compound quasi-orthogonal signals (CQOS). Let 

the DS source form the UQOS or NUQOS systems each with the volume 
j

N . For such signal sys-

tems, conditions (1) – (2), (11) – (12), and (14) – (15) are satisfied. Then, by the task of building the 

CQOS system, we will understand the procedure of combining compound elements, which are 

UQOS or NUQOS. In this case, each CQOS contains 2m
 CS and the following conditions are ful-

filled:  

1. The objective function of the form (13) for a given (pre-selected) penalty matrix belongs to 

the interval (
C

A , 
C

B ); 

2. Auto – and mutual CQOS convolutions cq

i
W  (PFAC, PFMC) in terms of maximum permis-

sible lateral emissions and dispersion 
R

  do not depend on the configuration type of the CS for-

mation. 

3. The law of all 2m
 CS formation changes in each of the constituent elements. 

In this formulation, the task of constructing compound quasi-orthogonal signals is reduced to a 

step-by-step solution of the problems of synthesis of the UQOS or NUQOS signal systems. 

The conducted analysis showed that the solution of the problems of synthesis of the UQOSs, 

NUQOSs and CQOSs signal systems is primarily related to the study of the algebraic structure of 

systems of nonlinear parametric inequalities (1) – (2), (11) – (12), the development of approaches 

and theoretical basis for their solution.  

Let us first consider the theoretical basis for the synthesis of two UQOSs signals 
px  and 

qx , 

without imposing restrictions on the blur of the form (10) and (11), and then make a series of gener-

alizations to the synthesis case of N discrete signals, which also have blurred properties. At the 

same time, we will require that the UQOS signals have perfect structural properties, that is, such 
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structural secrecy that during the interception and element-wise processing of any number of l  

symbols of UQOS signals, one cannot unambiguously predict the type of L l  remaining symbols. 

This can be done if the symbols in the UQOS signals are independent and appear with equal proba-

bility. 

Taking into account the systems of the form (1) – (2), for the case of synthesis of two discrete 

signals, the set of systems of nonlinear inequalities has the form: 

1 * 1

1 2

1

( ) ( ) ( ), 0, 1
L

q q

i i l

i

a l x x a l l L




        a) 

2 * 2

1 2

1

( ) ( ) ( ), 0, 1
L K

p p

i i l

i

a l x x a l l L






        b) 

1 * * 1

1 2

0 1

( ) ( ) ( ) ( ), 0, 1
L K L K

q p q p

i i l i i L K

i i L K

b l x x x x b l l L
 

  

   

         
 
 c) 

1
2 * * 2

1 2

0 1

( ) ( ) ( ) ( ), 0, 1
L K L

p p p p

i i l i i L K

i i L K

b l x x x x b l l L
 

  

   

            d) 

1
3 * * 3

1 2

0 1

( ) ( ) ( ) ( ), 0, 1
L K L

q q q p

i i l i i L K

i i L K

b l x x x x b l l L
 

  

   

           e)      (16) 

1
4 * * 4

1 2

0 1

( ) ( ) ( ) ( ), 0, 1
L K L

q p p p

i i l i i L K

i i L K

b l x x x x b l l L
 

  

   

           f) 

1
5 * * 5

1 2

0 1

( ) ( ) ( ) ( ), 0, 1
L K L

p p p q

i i l i i L K

i i L K

b l x x x x b l l L
 

  

   

           g) 

1
6 * * 6

1 2

0 1

( ) ( ) ( ) ( ), 0, 1
L K L

p q p p

i i p i i L K

i i L K

b l x x x x b l l L
 

  

   

          . h) 

 

The algebraic structure of systems (16) is established by the statements below.  

Statement 1. The real or complex sequence of L – symbols X  , whose values of a commuta-

tive auto convolution are limited by functions 1 ( )ia l  and 2 ( )ia l , 1, 2i  , 1, 1l L  , has  / 2 1L   

degrees of freedom in the case if L  even and 1/ 2L  degrees of freedom in the case if L is odd. By 

the number of degrees of freedom we will mean the number of nonlinear inequalities that coincide 

with each other in the commutativity of convolution operations.  

Statement 2. In  systems of inequalities (16a) and (16b) for even , 1, / 2L l L , and for odd 

L ,- 
1

1,
2

L
l


 . That is, this statement answers the question: how many inequalities in (16) coin-

cide. From the statement it follows that the presence of the specified number of degrees of freedom 

determines the multiplicity of the solutions of system (16a) and (16b). 

Statement 3. A mutual commutative convolution qX  with a cyclic sequence pX  extension, 

symbols that are defined by mod L , up to the number of the mutual convolution element 
pW , coin-

cides with a cyclic elongated sequence qX  whose symbols are defined by mod L .  

It follows from Statement 3 that the systems (16c) and (16g) coincide, and the bilinear forms 

included in them differ only in the order of their location in the systems. Therefore, one of (16c) or 

(16g) systems is excessive.  
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Statement 4. Various bilinear forms obtained by calculating the time convolution of a sequence 
qX  with component sequences ( )q p p qX X X X  or sequence pX  with component sequences 

( )q p p qX X X X  are different. 

Statement 4 makes it possible to find out the algebraic structure of systems of nonlinear ine-

qualities (16c), (16f), (16g), (16h). From Statement 4 it follows that in systems (16e) and (16h) all 

nonlinear inequalities are different and there is no redundancy. 

Statement 5. Various bilinear forms that are included in the system of nonlinear inequalities 

(16e), (16a), for 0l  , are different.  

In the above statement, the task of synthesizing the vocabularies of one class of signals is the 

most generalized one, since it sets out the task of synthesizing signal systems with given correlation 

properties, formation laws, structural and ensemble properties. In particular, in our view, it is neces-

sary to study the algebraic structure of systems of non-linear parametric inequalities of the form 

(16). 

It is known that, to date, there is no mathematical apparatus for solving the second-order sys-

tem of nonlinear parametric inequalities (SNPI). The only mathematical apparatus used to solve this 

problem is the apparatus of the theory of operations research, in particular, methods of nonlinear, 

dynamic and scholastic integer programming. Indeed, the set of systems of nonlinear inequalities 

(16) are functions of the consumption of permissible resources. 

Analysis of possible solutions to the problem of synthesis of the UQOS signals shows that they 

must relate to tasks such as "packing a backpack", the procedure of repetition of the solution for 

which requires considerable and, in some conditions, endless resources. With this in mind, let us 

formulate more rigorously the problem of synthesis of the UQOS signal systems with blurred prop-

erties using the language of the operations research. To do this, let's go to the objective function 
j

E  

with the  appropriate values of penalties 
j

C . Then the problem of synthesis of the UQOS signals in 

the language of the theory of operations research is the task of ensuring the interval value of the ob-

jective function  

1

int( )
n

j j

j

E C S


        (17) 

subject to the limitations (without blurring). Aanalytical expressions for determining 

constraints of the objective function (17) are as follows: 
 

1 2

1 2

1 2

1 2

1 1 1 * 1

1

2 2 2 * 2

1

*

1

*

1

( ) ( ) ( ), 0, '

1
( ) ( ) ( ), ' ,

2

( ) ( ) ( ), ' ,
2

( ) ( ) ( ).

L

a i i l a

i

L

a i i l a

i

L
j j j j

a i i l a

i

L
N N N N

a i i l a

i

l x x l l L

L
l x x l L if L is odd

L
l x x l L if L is even

l x x l


















     


     




     


    










   (18) 



 ІSSN 0485-8972 Радіотехніка. 2020. Вип. 200 170 

1 2

1 2

1 2

1

1 1 2 * 1 2 * 1

1 1

1 1 3 * 1 3 * 2

1 1

1 1 * 1 *

1 1

1 1 *

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( )

L L

b i i l i i L k b

i i L k

L k L

b i i l i i L k b

i i L k

L k L
j j j

b i i l i i L k b

i i L k

N

b i i l

l x x x x l

l x x x x l

l x x x x l

l x x

  

   



  

   



  

   



      

      

      

  

 

 

 

2

1 *

1 1

0, 1.

( ) ( ).
L k L

N N

i i L k b

i i L k

l L

x x l


 

   









 






   


 

   (19) 

1 2

1 2

1 2

1

2 2 3 * 2 3 * 2

1 1

3 2 4 * 2 4 * 3

1 1

1 2 1 * 2 1 * 1

1 1

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( )

L k L

b i i l i i L k b

i i L k

L k L

b i i l i i L k b

i i L k

L k L
j j j j

b i i l i i L k b

i i L k

N

b i

l x x x x l

l x x x x l

l x x x x l

l x



  

   



  

   


   

  

   

      

      

      

 

 

 

 

2

2 * 2 *

1 1

0, 1.

( ) ( ) ( ).
L k L

N N N

i l i i L k b

i i L k

l L

x x x l


  

   









 






    


 

   (20) 

 

1 2

1 2

1 2

1 * 1 *

1 1

1 2 * 2 * 1

1 1

* *

1 1

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

L k L

b i i l i i L k b

i i L k

L k L

b i i l i i L k b

i i L k

L k L
m m m m

b i i l i i L k b

i i L k

b

l x x x x l

l x x x x l

l x x x x l


     

  

   


     

  

   


   

  

   

      

      

      



 

 

 

1 2

* *

1 1

0, 1.

( ) ( ) ( ) ( ).
L k L

N N N N

i i l i i L k b

i i L k

l L

l x x x x l


 

  

   









 






     


 

  (21) 

 

1 2

1 2

1 2

1 2 1 * 2 1 * 1

1 1

2 2 * 2 * 2

1 1

1 1 * 1 * 1

1 1

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( ).

L k L
N N N N

b i i l i i L k b

i i L k

L k L
N N N N

b i i l i i L k b

i i L k

L k L
N N N N

b i i l i i L k b

i i L k

l x x x x l

l x x x x l

l x x x x l


   

  

   


 

  

   


 

  

   


      


      

      

 

 

 

1, 1.l L


 





   (22) 
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1 2

1 2

1 2

1

1 1 1 * 1 1 * 1

1 1

2 1 2 * 1 2 * 2

1 1

3 2 2 * 2 2 * 3

1 1

4 2 1 *

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( )

L L

b i i l i i L k b

i i L k

L k L

b i i l i i L k b

i i L k

L k L

b i i l i i L k b

i i L k

b i i l

l x x x x l

l x x x x l

l x x x x l

l x x

  

   



  

   



  

   



      

      

      

  

 

 

 

2

2 1 * 4

1 1

( ) ( ).
L k L

i i L k b

i i L k

x x l


 

   















   


 

    (23) 

 

1 2

1 2

1 2

1

1 1 1 * 1 * 1

1 1

2 1 * 1 1 * 2

1 1

3 * 1 * 3

1 1

4 1 *

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( )

L L
j

b i i l i i L k b

i i L k

L k L
j

b i i l i i L k b

i i L k

L k L
j j j

b i i l i i L k b

i i L k

j

b i i l

l x x x x l

l x x x x l

l x x x x l

l x x

  

   



  

   



  

   



      

      

      

  

 

 

 

2

* 4

1 1

( ) ( ).
L k L

j j

i i L k b

i i L k

x x l


 

   















   


 

    (24) 

1 2

1 2

1 2

1

1 1 1 * 1 * 1

1 1

2 1 * 1 1 * 2

1 1

3 * 1 * 3

1 1

4 1 *

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( )

L L
N

b i i l i i L k b

i i L k

L k L
N

b i i l i i L k b

i i L k

L k L
N N N

b i i l i i L k b

i i L k

N

b i i l

l x x x x l

l x x x x l

l x x x x l

l x x

  

   



  

   



  

   



      

      

      

  

 

 

 

2

* 4

1 1

( ) ( ).
L k L

N N

i i L k b

i i L k

x x l


 

   















   


 

    (25) 

 

2,
, , ; 1, 1;

j
A j j N l L         (26) 

3,
, 4, ; 1, 1;

j
A j N l L         (27) 

,
, 1, ; 1, 1;

j
A j N l L


         (28) 
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1 2

1 2

1 2

1

1 1 1 * 1 * 1

1 1

2 1 * 1 1 * 2

1 1

3 1 * 1 * 3

1 1

4

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

( ) ( ) ( ) ( );

L L
N N N N

b i i l i i L k b

i i L k

L k L
N N N N

b i i l i i L k b

i i L k

L k L
N N N N

b i i l i i L k b

i i L k

b

l x x x x l

l x x x x l

l x x x x l

  

  

   


  

  

   


 

  

   

      

      

      



 

 

 

2

1 * * 4

1 1

( ) ( ) ( ) ( ).
L k L

N N N N

i i l i i L k b

i i L k

l x x x x l




  

   















     


 

   (29) 

Ensuring the interval value of the objective function (17) and the restrictions associated with 

1
x ,

2
x , 

1
y  and 

2
y  fuzziness: 

  

1 2 2

1

3 3

2

1 * *

1 1

* * 1

1

1 1

( ) ( ) ( ) ( )

( ) ( ) ( ), 1, ;

L k L L k
q q p

b i i k i i L k i i k

i i L k i

L L k
p r

i i L k i i L k b

i L k i L k

k x x x x x x

x x x x k k L x

 
  

   

    


 

   

     

       

       

  

 
  а) (30) 

1 2 2

1

3

2

2 * *

1 1

* 2

2

1

( ) ( ) ( ) ( )

( ) ( ), 0, ;

L k L L k
q q p

b i i k i i L k i i k

i i L k i

L
p

i i L k b

i L k

k x x x x x x

x x k k L x

 
  

   

    



 

  

       

     

  


  b) 

1

1 2

3 3

2
( ) ( ) ( ), 0, ;

L k
q

b i i k b

i L

k x x k k L x






 

           c) 

2

1 2 2

1 2

4 * 2

2

1 1

( ) ( ) ( ) ( ) ( ), 0, ;
L xL k L

q q p

b i i k i i L k i i k b

i L i L k i

k x x x x x x k k L x
 

  

   

     

              d) 

 

Moreover (30) is a collection of systems whose number is determined by all possible combina-

tions of indices in the joint words 
1 2 2 2
, , ,qp qp q p

x x x x
x x x x  and 1 2 3 1 2 3 1

1 1 2
, ,

x x x
x x x
        and 1 2

2x
x  , that is, for  

1 2 3
, , , , , 1,q p r N    .                                                       (31)  

Thus, the solution of the problem of synthesis of the UQOS systems with fuzziness properties 

can be reduced to solving the set of the SNPI of the form (18) – (31). 

The statement formulated below defines sufficient conditions for the existence of P-th UQOSs 

with fuzziness properties, which provides interval (required) values of the objective function 

int( )E . 

Statement 6. Suppose that  jx , 1,j N  is a dictionary (set) of P  signals in a temporal or gen-

eralized theoretical representation, then, in order for the dictionary  jx  to belong to the UQOS sys-

tem with fuzziness of order 
1

x ,
2

x , 
1

y , 
2

y , it is sufficient that each of 
j

i
x  signals satisfies (is a solu-

tion)  

1
(5 3)

2

N
C N        (32) 
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the set of the SNPI of the form (18), and the joimt words of the form (19) – (22), respectively 

2

2 1
[( ( 1)( 2))] ( ) ,C N N N L x L   

 
   (33) 

2

3 1
[( ( 1))] ( ),C N N L L x        (34) 

4 2 2
( ),C Nx L x        (35) 

2

5 2 2
[( ( 1))] ( ).C N N x L x        (36) 

 

the set of the SNPI of the form (30). 

Statement 7. The number of the SNPI of the form (30), which provides sufficient conditions 
1

x  

and 
2

x  of fuzziness of the dictionary  jx , is determined by the expression  

2 2 2

2 2 2
[( ( 1))] ( )(( 2) 1) ( ) ( 1) 1.C N N L L x N x L x N N          (37) 

Expression (36) makes it possible to estimate the total number of the SNPI that need to be ana-

lyzed both in the synthesis and in the attempts to disclose the signals forms and order 
1

x  and 
1

x of 

the blur. It should be emphasized that the number of unknowns in (29) is less than the number of 

nonlinear inequalities. 

Let us formulate a number of provisions, the conclusions of which will be used in the devel-

opment of algorithms for the synthesis of the NUQOSs, UQOSs, and CQOS signal systems. 

Statement 8. Let the maximum (minimum) values of the realizations of functions 
1

'
a

  and 
2

'
a

  

(18) be such that the value   is defined as  

1 1
' ( ) ( )
a a

l l    , or 
2 2

' ( ) ( )
a a

l l   0,1,2,3 1, ,P P     (38) 

is more than P , and jw  signal is defined above the field ( )GF P  or above the ring of numbers 

modulo P , then many values of the cyclic convolution 
2
( )

a
l  may belong to the interval  

1 2
(min ( ) max ( )).

a a
l l         (39) 

At least when rejecting Q  of the latter and adding Q  of the first jw  signal characters where 

Q
P


 , if 

P


 and 

t
Q

P

 
 , if 

P


.  

Statement 9. If ( )
j

N GF P  , then
2

Q


 , if  - is even, and 
t

Q
P

 
 , if  - is odd. 

Statement 10. Suppose that the subspace  jx  is a set of signals of L  duration over (2)GF , 

then the necessary conditions n -equality on cyclic auto-convolution  with k  levels, each of jx  is a 

condition of not more than  -imbalance (unbalance) in the number of characters 11 k  and 
1( 1) k   , in this case  

1 1

1

n

i i

i

k k L n R



     .    (40) 

To determine the existence of optimal steps and their values, we formulate the following 

statement. 

Statement 11. Suppose that jx  is a vector whose symbols in the temporal representation take 

values over ( )GF P , and the imbalance in the number of symbols defined in terms of the value Q  
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as 
i

i k Q    is corresponding 
1 2
, , ,

Q
   , then vector jx  satisfying the necessary conditions 

can be formed only by rejecting and adding, at least,  

1

1 Q

i
i

q 
  

 

     (41) 

symbols. 

Thus, the solution of the problem of synthesis of the UQOSs signals with fuzziness properties 

can be reduced to solving the set of the SNPI of (18) – (31) form. 

Conclusions 

The efforts of the researchers are aimed at finding ensembles of complex signals whose charac-

teristics with increasing duration approach the boundary of “dense packing” [2], that is, an ensem-

ble, whose representatives have zero constant component, an ideal periodic autocorrelation function 

(PFAC), periodic mutual correlation function (PFMC), and have the largest possible volume. A 

widespread criterion for such an approximation is the minimum criterion, which focuses on ensem-

ble synthesis by minimizing maximum values for the set of all undesirable correlations. Ensembles 

that have correlation peak values that reach the boundaries defined by the lower boundaries of 

Welch and Sidelnikov [6] are optimal and are sometimes called minimal ones. The problems of syn-

thesis of a number of classes of signals with given correlation, ensemble and structural properties, 

including such systems of signals, which have “blurring” properties on correlation properties, are 

formulated in the general form. The said property means that increasing or decreasing the length of 

the discrete signal does not change the correlation properties of the discrete sequence on the basis of 

which the signal that is synthesized is formed. Theoretical bases of synthesis of quasioptimal uni-

form, nonuniform, complex signal systems with given auto -, mutually correlation, ensemble and 

structural properties are given. The use of many of these signal systems in modern information and 

communication systems will make it possible to improve the performance of such systems, first of 

all, noise protection, secrecy of operation, information security, noise immunity of receiving sig-

nals.  
 

References:  

1. Gorbenko I.D., Zamula А.А. Cryptographic signals: requirements, methods of synthesis, properties, application 

in telecommunication systems // Telecommunications and Radio Engineering. 2017. Vol. 76, Issue 12. P. 1079-1100. 

DOI: 10.1615/TelecomRadEng.v76.i12.50.  

2. Gorbenko I.D., Zamula А.А. Analytical assessment of the maximum lateral emissions of the correlation func-

tions of complex nonlinear discrete signals // Radiotekhnika. 2017. Issue 191. P. 76 – 88.  

3. Gorbenko I.D., Zamula А.А., Morozov V. L.  Information security and noise immunity of telecommunication 

systems under conditions of various internal and external impacts // Telecommunications and Radio Engineering. 2017. 

Vol. 76, Issue 19. P. 1705-1717 DOI: 10.1615/TelecomRadEng.v76.i19.30.  

4. Gorbenko I.D., Zamula А.А., Morozov V. L. Information and communication systems based on signal systems 

with improved properties building concept. Workshop Proceedings 2019 CEUR.  

5. Gantmakher V. E., Bystrov N. E., Chebotarev D. V. Noise-like signals. Analysis, synthesis, processing. SPb. : 

Science and Technology, 2005. 400 p. 

6. Sarvate D.V. Crosleration Properties of Pseudorandom and Related Sequences / D.V. Sarvate, M.V. Parsley // 

IEEE Trans. Commun. 1980. Vol. Com 68. P. 59–90.  

7. Sverdlik M.B. Optimal discrete signals. Moskva : Sov. Radio, 1975. 200 p.  

8. Zamula A.A. Prospects for the use of nonlinear discrete signals in modern telecommunication systems and net-

works / Zamula A.A., Semenko E.A. // Information processing systems. Kharkiv : HUPS, 2015. Issue 5 (130).  

P. 129–134. 

 

Kharkiv National V.N. Karazin University;  

JSC "Institute of Information Technologies" 

 

Received 08.02.2020  

 


