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Introduction 

The rapid development of digital steganography, the publication of a large number of scientific 

works in this area in the open sources and restriction and even the ban of the use of cryptography on 

the legislative level in many countries have led to an increase in the use of steganographic methods 

for transmitting and storing confidential information [1,2]. The main advantage of steganography 

compared to cryptography is the concealment of the very fact that the confidential information is 

present in a particular information content, which makes the use of the steganographic system the 

common solution for the organization of a hidden communication channel [3].  However, the goals 

of organizing such a channel may be different: from the harmless, concerning specific individuals, 

to those that threaten the stability and vitality of a group of people united by specific goals, or the 

society as a whole. In this connection, the relevance of organizing an effective steganalysis of in-

formational content increases. Its main task is to identify the presence or absence of additional in-

formation embedded in the non-attracting content, or container [4]. 

The most commonly used containers when organizing a hidden communication channel are 

digital images (DI), which is why DI is considered in this paper. 

Currently, all steganalysis methods according to [1] can be classified into 6 main categories: 

 visual steganalysis (visual detection of differences between container and steganographic 

message;  

 signature or specific steganalysis (these techniques search for signature patterns to determine 

the presence of a hidden message);  

 statistical steganalysis (those techniques developed by analyzing the embedding procedure 

and determining certain statistics that get modified as a result of the embedding process);  

 spread spectrum steganalysis (aimed at the detection of embedded data introduced by stega-

nographic methods, which perform the frequency spectrum spreading of the signal-

container, i.e. by SS-methods (Spread-Spectrum));  

 transform domain steganalysis (in the process of steganalysis the transform domain of DI 

investigated, e.g. discrete cosine transform domain, discrete wavelet transform domain, sin-

gular decomposition domain, etc.);  

 universal or blind steganalysis (these techniques tries to detect the embedded messages re-

gardless the steganographic technique applied to cover image).  

The methods of the last group seem to be the most attractive since they are not related to the 

features of specific steganographic algorithms. However, the practice shows that they cannot pro-

vide equally high efficiency in detection of the results of various steganographic transform methods. 

The most widely used steganographic method of DI transform is the modification of the least 

significant bit (the LSB-method) in its various implementations. The LSB-method detection re-

mains an actual task. There are a large number of different steganalysis methods aimed at detecting 

the results of the LSB-method [4 - 8], belonging to different categories listed above. Most often, 

they are focused on statistical analysis [2], so the features of the current use of the LSB-method 

(with the low capacity of the hidden communication channel (HCC) (embedding rate)) make the 

vast majority of existing steganalysis methods ineffective (with 0.1<HCC<0.25 bpp), and practical-

ly unsuitable (with HCC <= 0.1 bpp) for detecting the hidden information presence. The testing of 

many modern methods under HCC <0.1 bpp is not performed at all [2, 9, 10]. Although the research 

in this area is being conducted and the development of new approaches is in progress [11-14], the 

task of providing the high efficiency of steganalysis method for LSB-embedding detection, which 

does not depend on DI type (color or grayscale) under the low HCC is still not solved. 
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For example, in [11], a steganographic algorithm is proposed, which is positioned as capable 

under the conditions of low embedding rate (0.01 bpp), however, the accuracy for these conditions 

is only 52.28 %. Similar efficiency results obtained under the embedding rate of 0.01 bpp for the 

steganalysis algorithms developed in [14]. 

In [12], a steganalysis algorithm for grayscale images was developed. The results of testing the 

algorithm given in the paper were carried out on more than 9000 DIs and obtained under the HCC 

rate from 0.1 to 0.5 bpp with the error rate of 21.0 % for the smallest HCC value. Such a result ob-

viously cannot be considered a satisfactory value. 

The steganalysis algorithm developed in [13] for color DI deserves great attention. The algo-

rithm is based on analyzing the features of changing the number of color triads in a matrix of unique 

image colors while embedding additional information: containers stored in a lossy format have a 

small number of consecutive triads of triplets, while as a result of steganographic transform, even 

with small values of HCC, there is a significant increase in the number of such the triads. This 

makes it possible to detect the presence/absence of additional information in the digital content ana-

lyzed. The HCC of 0.05 bpp was the smallest value considered when testing the developed algo-

rithm, while the detection accuracy coefficient was ACC = 0.9865. However, the algorithm is not 

efficient for grayscale images, which is a significant drawback. 

Due to the large amounts of information, which is stored, sent or processed nowadays and 

usually stored in lossy formats, it is reasonable to consider the DI in a lossy format (LF) as a con-

tainer in this paper. 

The aim of the work is to increase the efficiency of steganalysis by developing a new stegana-

lysis method for detecting the presence of additional information embedded by the  

LSB-method into the DI-container under conditions of the low communication channel capacity. 

The HCC <= 0.1 bpp is considered as low HCC values. The effectiveness of the steganalysis 

algorithm estimated by Type I and Type II errors, as well as by the detection accuracy coefficient, 

formally defined below. 

Main Body 

For distinctness and taking into account the widest spreading of the Jpeg it is considered as a 

lossy format for DI (with various quality factors  10099210 ,,...,,,QF  ) further in the paper, Tif is 

used as a lossless format (LLF), a single rectangular  nm matrix is considered as a formal repre-

sentation of an arbitrary DI. 

Let the matrix of the original DI in the LLF be TF , and the matrix of the corresponding DI, 

which was obtained from LF by means of its repeated saving is JF . Denote an arbitrary 

44 block of TF / JF  as TB / JB  respectively. Let         TTTTTT BBBB 4321 ,,,   , 

        TJJJJJ BBBB 4321 ,,,    be the vectors, those elements are the singular numbers (SN) 

of TB , JB  blocks and wherein: 

   TiTi BB 1 ,     JiJi BB 1 , 321 ,,i  ,   04  TB ,   04  JB .                 (1) 

Let us normalize vectors T  and J , the obtained result given below: 
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J         TJJJJ B,B,B,B 4321  ,   (2) 

where T  and J  are norms of T  and J . The condition (1) obviously also holds for elements 

of vectors T  and J , which further will be called the normalized SN. 

In [15], a general approach to solve the problem of identifying violations of the DI integrity 

was proposed. It is based on the perturbation theory and matrix analysis and underlies further 
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reasoning. The development of the approach was reflected in [16], where it was shown that for the 

majority of the corresponding blocks TB  and JB  and matrices TF  and JF , obtained as a result of 

their standard splitting, the following equation takes place: 

   JT ,e,e  11 ,                                                              (3) 

where  T,,,e 00011   is a standard space basis vector 4R ,    JT ,e,,e  11  are the magnitudes of 

the angles between the vectors T  and 1e , J  and 1e  respectively, and the lower the quality factor 

QF  used to obtain JF , the smaller will be the angle between the normalized SN vector in the block 

JB  and the vector 1e . 

Consider the relation (3) in more detail. Taking into account that 

               JJJJTTTT ,ecos,ecose,e,,ecos,ecose,e  11111111 , 

where    JT ,e,,e  11  are the scalar products of corresponding vectors, the relation (3) is rewritten 

as follows: 

   JT ,e,e  11 , 

where for the majority of the corresponding blocks of TF  and JF  matrices we obtain:  

   JT BB 11  .                                                              (4) 

Consider the case, when the singular numbers of block TB  has been perturbed because of lossy 

compression of image with the matrix TF , that led to perturbation of elements of vector T . Denote 

these perturbations as 1 , …, 4 .  Then for the corresponding block JB  we have: 

    41,i,BB iTiJi  .                                                (5) 

Then, taking into account (4) for most blocks: 

01  .                                                                   (6) 

If we consider the Euclidean norm as a vector norm in (2), then taking into account the norma-

lization of vectors T  and J  and relation (5), we have: 
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from where 

     02
4

1

2


i

iTii B .                                                     (7) 

Let us rewrite (7) in more detail: 
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1112 TB       0222 443322  TTT BBB     (8) 

It is   01  TB  for almost all blocks of the original DI in the LLF. Then 

          02
2

4

2
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2

2

2

111  TB , 

and the equality to zero of the expression value on the left-hand side of (8) is possible only due to 

the fact that there are negative values among 2 , 3 , 4 . 
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Let us demonstrate that it is 02   for most DI blocks using proof by contradiction. Let us 

suppose that 02  . Then consider the principal possibility that (8) equals zero due to 3 , 4 , 

i.e. is it possible, in principle, to provide the equality to zero of the expression in (8) only at the ex-

pense of 3 , 4  negativity. To do this, assume that both of these values are negative: 03   

and 04  . Moreover, given the fact that singular numbers are always non-negative, the maxi-

mum possible modulo values of 3 , 4  are as follows: 

 3  TB3 ,  4
 TB4 .                                             (9) 

Then 

    043  JJ BB , 

that means that the vector J     TJJ ,,B,B 0021   lies in a plane defined by two vectors of the 

standard space basis 4R :  T,,,e 00011   and  T,,,e 00102  . The end of the vector 

    TJJ ,,B,B 0021   due to its normalization lies on the unit circle, which is the intersection of the 

unit sphere of space 4R  and the mentioned plane, whose center coincides with the origin. This posi-

tion of the vector J  is the result of a perturbation of the normalized vector T , i.e. the result of its 

rotation at a certain angle within the first coordinate orthant of space 4R . First two coordinates 

   TT B,B 21   of vector T  are the direction cosines of its projection onto the coordinate plane of 

space 4R , defined by the vectors of the standard basis 1e  and 2e . In this case, taking into account 

the conditions (1), a simultaneous increase in the two first coordinates of the vector could not occur 

as a result of the DI compression, and if the first coordinate exactly increased (see (6)), then the 

second one should decrease. Thus, with 02   it is impossible to provide (8) even under the con-

dition (9), i.e. with the largest modulus of possible negative perturbations 3 , 4 . Thus: 

02  .                                                                  (10) 

In [17] the concept of gap )A,i(svdgap  of the singular numbers )A(i  of matrix A  intro-

duced: 

)A()A(min)A,i(svdgap ij
ji




. 

Let us introduce the similar concept for the normalized singular numbers )A(i  of matrix A . 

Let us define )A,i(svdgapn as normalized gap of singular number )A(i  of matrix A , which can 

be determined as follows: 

)A,i(svdgapn )A()A(min ij
ji




. 

Taking into account the conditions (1) for any block B  of any DI obtain: 

)B()B()B,(svdgap 211  , 

)B()B()B,(svdgapn 211  .                                                (11) 

Taking into account (11), (4), (10): 

)B,(svdgap)B()B()B()B()B,(svdgap TnTTJJJn 11 2121  . 
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Thus, when storing DI in lossy formats in most DI blocks (for which (3) holds) the normalized 

gap  JB1  is greater than the normalized gap  TB1 , where TB , JB  are the corresponding blocks 

TF ,  JF . 

Since, with a decrease in the quality factor QF used to save DI in the Jpeg format, the number 

of blocks for which (3) takes place will increase [16], the increase will be observed in the number of 

DI blocks in which the normalized gap of the maximum SN will grow compared to its normalized 

gap in the corresponding blocks of the corresponding DI in a lossless format. Indeed, the lossy 

compression in a certain way reflects on the SN values of DI blocks: it reduces the contribution of 

the signal high-frequency component, blurs DI and leads to a decrease in the minimum singular 

number values of blocks [18]. However, in case of a compression with a high quality factor (rela-

tively small values of the elements of the quantization matrix) the changes in the SN will be insigni-

ficant, i.e. the number of DI blocks, for which the relation (3) will not hold in the case of high QF 

will be greater than in the case of small QF. The number of such blocks does not increase monoto-

nously with the quality factor decreasing (increasing elements of the quantization matrix), since 

with decreasing of quality factor the value  J,e  1  will decrease [16], differing more and more 

from the value  T,e  1  in accordance with (3). The obtained theoretical conclusion is illustrated in 

2 DIs in lossless formats (Tif), where a monotonous decrease took place in the number of DI blocks 

obtained as a result of standard splitting, in which an increase in the normalized gap of the maxi-

mum singular number was observed, with an increase in QF (Fig. 1). This conclusion found the 

practical confirmation in the results of the computational experiment, described in detail below (see 

Fig. 3 (curve 1)). 
 

  
a b 

 
c 

Fig.1. The results of the analysis of the maximum singular number normalized gap in the DI blocks with re-

peated saving in the Jpeg format with various quality factors QF: a – the original DI (Tif) from the 

img_Nikon_D70s base [19]; b – the original DI (Tif), obtained by a non-professional video camera; c – dia-

gram that illustrates how the number of 44 -blocks in DI, where the normalized gap of the maximum SN 

increased depends on QF: 1 – for DI from Fig.1, a, 2 – for DI from Fig.1, b 
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The monotonous increase in the number of blocks in the corresponding DI, for which the nor-

malized gap of the maximum SN of block grows, will be violated with a decrease in the quality fac-

tor QF used to compress the original DI, if the image in lossy format (Jpeg) used as source. Indeed, 

if the original DI was stored with a quality factor 1QF , then its repeated saving with the same quali-

ty factor cannot significantly change the quantitative characteristics of the blocks, in particular, the 

singular number values (Table 1) (re-quantizing of the discrete cosine transform (DCT) coefficients 

in DI performed with the same quantization matrix as the primary one). Changes (if any) of the sin-

gular numbers will occur due to the presence of rounding in the process of compression [20], as 

well as rounding which causes the computational error when working in a floating point system. 

Therefore the number of blocks for which the normalized gap of the maximum SN will increase 

will be very small compared to the original DI (close to 0) (which is no longer typical for compres-

sion of image in the LLF with any quality factor), while the number of blocks, where the norma-

lized gap of the maximum SN does not change, will be significant (the computational experiment 

shows, that the number of such blocks can exceed 90 % of the total number of blocks). However, 

the re-compression of the original DI with a quality factor different from 1QF  obviously breaks the 

above-mentioned monotony of changing the 44 blocks number, for which the normalized gap of 

the maximum SN increased, since the DI blocks have already been compressed (primary) with 

losses and the high-frequency component has already been reset to zero (taking into account the 

rounding that occur in the process of DI recovery after compression – it is close to zero). During the 

initial quantization, DCT coefficients corresponding to high (possibly medium) frequencies will be 

zeroed, resulting in a significant relative decrease in the lowest (possibly average) singular number 

values. Re-quantization will not significantly change the values of the DCT coefficients that became 

small after the initial quantization (and the smallest and possibly medium SN). For the maximum 

SN, the situation is different: as a result of quantization and subsequent rounding during the DI 

compression, the maximum singular number of block recovered after image quantization can both 

decrease and increase (depending on the rounding result after quantization), while three other singu-

lar numbers in block, as mentioned above, remain practically unchanged (this situation will occur 

for the same DI block when this image is saved for the second time with losses with different QFs 

(the results given in Table 1 for one randomly selected DI block stored in Jpeg format (QF = 85)) 

illustrate the above). This will lead to the fact that when DI is compressed with a quality factor 

1QFQF  , the number of DI blocks for which the normalized gap of the maximum SN increases 

will be significantly different from zero, as the computational experiment shows, but the number of 

blocks where the normalized gap of the maximum SN will not change will decrease dramatically. 

These facts will lead to a loss of monotony for the number of blocks in which the growth of the 

normalized gap of the maximum SN occurred, with an increase in QF, which is an indication that 

the original DI was saved with losses. 
Table 1  

Result of repeated saving of original DI to Jpeg format with different quality factors QF,  

which was originally stored in Jpeg format (QF=85), for one 44 block 

QF Singular spectrum of the block 
The normalized gap of the 

maximum SN 

Original DI 214.1468    4.8940    3.6310    0.1440 0.9768 

55 214.9262    3.0877    0.4180    0.1442 0.9855 

60 210.4311    2.7594    0.9511    0.4780 0.9868 

65 215.8175    2.8976    0.5545    0.3172 0.9865 

70 210.2940    5.3903    1.7155    0.2854 0.9593 

75 211.4048    5.6764    4.8425    0.0834 0.9677 

80 213.0100    5.8375    3.5443    0.3043 0.9721 

85 214.1468    4.8940    3.6310    0.1440 0.9768 

90 214.0043    5.2478    4.1863    0.3131 0.9750 

95 213.8960    4.8732    3.3984    0.4325 0.9768 
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The situation described above, in principle, can be obtained for DI, originally stored in Jpeg 

with any 1QF . Indeed, the original DI in the process of its analysis can be saved to the Jpeg format 

with each quality factor  10099210 ,,...,,,QF   (with step 1), which will give an opportunity to get 

a global minimum of the corresponding curve reflecting how the number of DI blocks in which the 

normalized gap of maximum SN increased as a result of repeated saving with losses depends on 

QF. The global minimum will be reached at 1QFQF  , and its value will be close to 0. The results 

of the analysis of a specific DI are shown in Fig. 2 to illustrate the truth of the above. Curves 1 and 

2 (Fig. 2) have a global minimum and a maximum, respectively, with 581  QFQF , while the 

dependence of the number of DI blocks, in which there was an increase in the gap of the maximum 

SN, from QF, is not monotonic, which is in full compliance with the foregoing.  

 

 

 

 
a b 

Fig.2. The results of the analysis of the DI singular number blocks: a – the original DI (Jpeg format  

(QF = 58)); b – graphs which show relationship between the number of DI 44 -blocks, given as a percen-

tage of the total number of blocks, and the quality factor QF used in the repeated compression of DI:  

1 – the number of blocks in which the normalized gap of the maximum SN increased; 2 – the number of 

blocks in which the normalized gap of the maximum SN did not change during the repeated saving  

 

For practical confirmation of the findings, a computational experiment was carried out, which 

involved: 

• 450 original DIs in a lossless format (Tif): 150 DIs from the 4cam_auth base [21] (size is 

500500  pixels) – set 1T ;  200 DIs received by non-professional video cameras (size is 600600  

pixels) – set 2T , 100 DIs from the database img_Nikon_D70s [19] – set 3T  (size is 20002000  

pixels); 

• 4950 original DIs in Jpeg format, obtained by storing DIs from 1T , 2T , 3T  to Jpeg format with 

quality factors  95939085807572706560551 ,,,,,,,,,,MQF   (corresponding sets are denoted 

by 
)i(

T1 , 
)i(

T2 , 
)i(

T3
, 1Mi ). 

In the experiment, each DI from the sets 1T , 2T , 3T , 
)i(

T1 , 
)i(

T2 , 
)i(

T3
, 1Mi  was stored in the 

Jpeg format with values  9590858075706560552 ,,,,,,,,MQF  . Note that the elements of the 

sets 1M , 2M  were chosen as the most frequently used in practice, but at the same time 1M  con-

tained values which were absent in 2M  by design, in order to consider such options when the quali-

ty factors of the secondary compression of DI do not coincide with the quality factor of the primary 
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one. In each of the 12 image groups iG,G0 , 1Mi  ( 3210 TTTG  , 
)i()i()i(

i TTTG 321  , 

1Mi ) for each quality factor 2MQF   used in repeated saving of the image, the average value of 

the number of DI 44 -blocks obtained as a result of its standard splitting were calculated (as a 

percentage of the total block number) in which the normalized gap of the maximum SN increased. 

The results of the experiment, some of which are shown in Fig.3, fully confirm the theoretical con-

clusions obtained above. 

 

 

Fig. 3. Relationship between the average value of the DI block number, for which the normalized gap  

of the maximum SN increases as a result of DI repeated saving in Jpeg format, and the quality factor QF 

used for image repeated saving, when the original DIs were in the following formats: 1 – Tif; 2 – Jpeg with 

QF=55; 3 – Jpeg with QF=65; 4 – Jpeg with QF=72; 5 – Jpeg with QF=75; 6 – Jpeg with QF=85;  

7 – Jpeg with QF=93 

 

In the course of the experiment, it was revealed 6% of DIs from 0G , where a slight violation of 

the monotonous decrease in the block number occurred with an increased normalized gap of the 

maximum SN along with an increase in QF (a typical example is presented in Table 2). Obviously, 

this is a consequence of the features of machine arithmetic: calculations of SN blocks are performed 

in a set of floating-point numbers with an accumulation of computational error, which occurs here 

due to rounding. The possibility of such a situation is taken into account when developing the ste-

ganalysis method. 
Table 2  

Relationship between the relative number of blocks (% of the total number of DI 44 -blocks obtained  

as a result of its standard splitting) with an increased normalized gap of the maximum SN and QF used  

for repeated saving, for a particular DI 

QF 

55 60 65 70 75 80 85 90 95 

67.66 67.06 66.45 65.37 65.38 65.00 63.29 58.40 42.76 

 

The steganalysis method developed by the authors for detection of the steganographic trans-

form results of any implementation of the LSB-method uses a DI in lossy format as a container, the 

expediency of which is justified above. After the embedding of an additional information, taking 

into account the well-known instability of the algorithmic implementations of the LSB method to 

attacks against the embedded message, the steganographic message is stored in a lossless format.  
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The main requirement for developed steganalysis method is the high efficiency in conditions of 

the low capacity of the hidden communication channel. The idea of this method is as follows. Due 

to the fact that in the conditions considered, the steganographic transform has little effect on the 

container, after the additional information embedding the properties of the DI steganographic mes-

sage will not differ fundamentally from the properties of the used container. It means that for the 

matrix of the steganographic message, the dependence of the number of blocks, for which the nor-

malized gap of the maximum singular number will increase, from the QF will not be monotonic. 

In view of the above, the main steps of the proposed steganalysis method are as follows. 

Let the DI with the matrix TF  be analyzed. 

Step 1. Save the original DI in the lossy format – Jpeg with different quality factors 

tiQFi ,1},100,...,3,2,1{  ,  111   t,i,QFQF ii
. The result is the DI with matrices tiFi ,1,  . 

Step 2. For each pair of matrices TF , tiFi ,1,  , after the preliminary standard splitting them 

into non-intersecting 44 blocks, determine the values t,i,si 1 , – is a number of blocks (a per-

centage of the total number of DI blocks) in tiFi ,1,  , for which the normalized gap of maximum 

singular number increased compared to the corresponding blocks in TF . 

Step 3. If 

              1 2 2 1 1 1 1 10 ... 0 ... 0k k k k t t t ts s s s P s s s s P s s s s P                      , 

(where P  is the threshold value, which makes it possible to take into account the occurring 

monotony violations for the values t,i,si 1 , due to the peculiarities of machine arithmetic in the 

floating point system), 

                      then 

                                                                       TF  – is an empty container 

                      else 

                                                                    TF  – is steganographic message. 

 

In the algorithmic implementation of the method, the following parameter values were used: 

9t ; t,i),i(QFi 11555  ; 1P . 

To analyze the efficiency of the algorithmic implementation, a computational experiment con-

ducted. During this experiment, the additional information was embedded by the LSB-method into 

DI-containers stored in Jpeg format. A randomly generated binary sequence was used as an addi-

tional information. The following values of the hidden communication channel capacity were used: 

1, 0.1, 0.05, 0.01 bpp. As containers were used: 4950 images from the sets 
)i(

T1 , 
)i(

T2 , 
)i(

T3
, 1Mi , 

and 350 DIs (size of 10001000  pixels) taken from the NRCS database [22] – the set JT . In the 

course of the experiment, both the obtained steganographic messages and the original DIs from the 

sets 321 T,T,T  were analyzed. The results of the computational experiment are given in Table 3 and 

Table 4 (the experiment-average value of Type II error is 2.7%). These results are illustrated on a 

specific example in Fig. 4, where 5 DI are presented in a lossless format, one of which is an original 

image, and the rest are the steganographic messages obtained by the LSB-method with different 

HCC values. The diagrams reflect how 91,i,si   depends on QF, used for repeated saving of the 

analyzed DI to Jpeg format, show that the monotony is present for the original DI (Fig. 4(f) curve 

1), but there are monotony violations for DI steganographic messages (Fig. 4(f) curves 2-5). 

For the convenience of comparing the efficiency of the method developed in the work with 

modern analogues, the obtained data were used to calculate the detection accuracy [13] (accuracy 

(ACC)) (Table 5): 
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   ,FPTNFNTPTNTPACC                                                   (12) 

where TP (True Positive) is the number of correctly identified steganographic messages (true posi-

tive result); TN (True Negative) is the number of correctly identified containers (true negative re-

sult); FP (False Positive) is the number of empty containers which were mistakenly qualified as 

steganographic messages (false positive (false alarm) or a Type II error); FN (False Negative) is the 

number of steganographic messages that are mistakenly identified as containers (false negative re-

sult Type I error). 
Table 3  

Type I errors of developed steganographic algorithm (%) 

Container 
The capacity of a hidden communication channel (bpp) 

1 0.1 0.05 0.01 
)(

T
95

1  1.3 1.3 1.3 1.3 

)(
T

93

1  2 1.3 2 2 

)(
T

90

1  0.7 0 1.3 0.7 

)(
T

85

1  0.7 0.7 0.7 0.7 

)(
T

80

1  0.7 1.3 0.7 0 

)(
T

75

1  8 2 2 0.7 

)(
T

72

1  8 4 2 0.7 

)(
T

70

1  8 4 2 1.3 

)(
T

65

1  12 8 8.7 2 

)(
T

60

1  18.7 12 8.0 2 

)(
T

55

1  20 18.7 8.7 4 

Image set average value (
)i(

T1 , 1Mi ) 7.3 4.8 3.4 1.4 

)(
T

95

2  1.5 2 1 0.5 

)(
T

93

2  1.5 0 0.5 0 

)(
T

90

2  0 0 0 0 

)(
T

85

2  1 0 0.5 0.5 

)(
T

80

2  0 1 0.5 0 

)(
T

75

2  0 0 0 0 

)(
T

72

2  1 0 0 0 

)(
T

70

2  1.5 1 1 0 

)(
T

65

2  3.5 1 0.5 0.5 

)(
T

60

2  7 2 2 0.5 

)(
T

55

2  11.5 2.5 1 1 

Image set average value (
)i(

T2 , 1Mi ) 2.6 0.9 0.6 0.3 

)(
T

95

3
 4 0 0 0 

)(
T

93

3
 7 0 1 0 

)(
T

90

3
 0 0 0 0 

)(
T

85

3
 0 0 0 0 
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)(
T

80

3
 1 0 1 1 

)(
T

75

3
 9 0 0 0 

)(
T

72

3
 8 1 2 2 

)(
T

70

3
 9 1 1 1 

)(
T

65

3
 10 4 2 3 

)(
T

60

3
 12 5 3 1 

)(
T

55

3
 15 4 2 2 

Image set average value (
)i(

T3
, 1Mi ) 6.8 1.4 1.1 0.9 

JT  0.9 0.6 0.6 0.9 

Experiment-average value 4.8 2.2 1.5 0.8 

 
Table 4 

Type II errors of developed steganographic algorithm (%) 

Sets of original DIs  

1T   2T  3T  

0.7 0 11 

 

 

     
a b c d e 

 
             f 

Fig. 4. Illustration of the steganalysis results obtained with developed algorithm for specific DIs: a – is an 

original DI; b, c, d, e  – are steganographic messages, created by LSB-method with HCC 1, 0.1, 0.05,  

0.01 bpp, respectively; f – diagrams that show how number of image blocks with an increased gap  

of maximum SN depends on QF, given that the image is converted for the second time to Jpeg format:  

1 – for the original DI, 2,3,4,5 – for the steganographic messages, created by LSB-method  

with HCC 1, 0.1, 0.05, 0.01 bpp respectively 
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Table 5 

The experiment-average (5750 DI) values of the detection accuracy coefficient for the developed algorithm, 

depending on the value of the HCC 

The capacity of a hidden communication channel (bpp) 

1 0.1 0.05 0.01 

0.954 0.978 0.987 0.991 

 

The results of the computational experiment indicate a high efficiency of the algorithmic im-

plementation of the developed method. The efficiency of the algorithm, as could be assumed on the 

strength of the theoretical basis of the developed method, increases with decreasing of HCC.  

Indeed, the smaller the HCC, the less perturbation is introduced into the DI-container by stegano-

graphic transform, the less DI steganographic message differs from the original container stored in 

the lossy format, the more effectively such steganographic message will be detected. 

For a comparative analysis of the suggested algorithm efficiency, estimated by the ACC coeffi-

cient (12), modern analogous algorithms were chosen. These analogues are most efficient under the 

low HCC conditions and information about them is available from open sources: S1 (2006) [14],  

S2 (2006) [11], S3 (2008) [23], S4 (2009) [24], S5 (2010) [25], S6 (2015) [26], S7 (2015) [27],  

S8 (2016) [13], S9 (2016) [28]. The results are given in Table 6. 
Table 6  

 Comparison of the developed algorithm efficiency, estimated using ACC,  

with modern analogues under the conditions of a low HCC 

HCC, 

bpp 

S1 

(2006) 

S2  

(2006) 

S3 

(2008) 

S4 

(2009) 

S5 

(2010) 

S6 

(2015) 

S7  

(2015) 

S8 

(2016) 

S9 

(2016) 

Our 

(2018) 

0.1 0.9846 0.7727 0.9943 0.9937 0.9924 0.9971 0.988 0.9968 0.970 0.978 

0.05 0.9769 0.6432 0.9283 0.9319 0.9404 0.9770 0.968 0.9865 0.941 0.987 

0.01 0.5692 0.5094 - - - - - - - 0.991 

 

Conclusions 

As a result of the development of approach for detection of digital images integrity violations 

proposed by the authors earlier, the new steganalysis method has been created, as well as algorithm 

implementing it, which is effective in case of low hidden channel capacity, using LSB-method of 

embedding.  

The computational complexity of the algorithm is determined by the number of non-

intersecting 44 -blocks into which the matrix of the analyzed DI is split, and in the case of its siz-

es of nn  pixels it is  2nO  operations. 

The developed algorithm significantly exceeds the existing analogues for HCC <0.1 bpp. With 

HCC = 0.01 bpp, this superiority over the best of its analogues (S1) is 74.1 %. In addition, it is 

workable for both color and grayscale DI, which often is not the case for analogues algorithms. In 

the case of an examination of color DI, 1, 2 or all color matrices (RGB scheme), brightness matrix 

(YUV scheme) will be analyzed. 
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